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Abstract

Application of Reinforcement Learning for Condition-based Maintenance of Multi-Unit

Systems

Mehrnaz Salmani

Maintenance is a pivotal aspect of manufacturing systems, particularly those operating on

a large scale. With the advent of data-driven methods and machine learning technologies, new

avenues have opened for optimizing maintenance policies. In light of this, this thesis introduces ad-

vanced methodologies in Reinforcement Learning (RL) and Deep Reinforcement Learning (DRL)

specifically tailored for large-scale parallel manufacturing systems. We conducted two major stud-

ies to advance the field: In the first study, an RL-based algorithm is proposed, moving beyond the

traditional focus on system degradation levels to instead concentrate on the count of failed or un-

healthy units. This shift allows for a more dynamic and nuanced approach to maintenance. Through

Q-learning, our algorithm demonstrated significant superiority over conventional methods such as

value iteration, particularly when applied to a system with four parallel units. In the second study,

we delve into Deep Reinforcement Learning, developing a framework designed for multi-unit sys-

tems experiencing stochastic degradation and unforeseen failures. Unlike traditional methods, our

DRL approach incorporates a more intricate reward function that considers a wide array of factors

ranging from production costs to maintenance crew deployment. Notably, this study was rigorously

tested on a system comprised of 30 parallel units, making it particularly relevant for real-world,

large-scale applications. Our research significantly broadens the applicability of machine learning

methodologies in maintenance scheduling, demonstrating both robustness and adaptability. These

contributions not only validate the efficacy of data-driven approaches in real-world settings but also

lay the groundwork for future research in this crucial domain.
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Chapter 1

Introduction

In the evolving landscape of modern manufacturing, the role of machine reliability and uptime is

paramount. An era where industrial progress is synonymous with a nation’s development demands

robust machinery that can function seamlessly. The ripple effect of even a minor machine downtime

can cascade into significant production setbacks, and in industries where margins are tight, such

disruptions can have severe economic implications. Hence, the emphasis on maintenance and, more

importantly, predictive and preventive maintenance has never been more profound (Rasay, Azizi,

Salmani, & Naderkhani, 2023).

Traditionally seen as a necessary overhead, maintenance has now transformed into a strategic

component of manufacturing operations. The goal is no longer just about fixing machines but ensur-

ing they are available and efficient throughout their life cycle. High machine availability ensures that

production lines remain active, meeting the demands of an ever-competitive market. As industries

grow, so does the complexity and sophistication of machinery. The intricate designs and operations

of these machines necessitate a more proactive approach to maintenanceÐone that can anticipate

and prevent failures before they occur [(Duffuaa, Raouf, & Campbell, 1999), (Amari, McLaughlin,

& Pham, 2006), (Ambani, Li, & Ni, 2009)].

This proactive strategy is embodied in the concept of Condition-Based Maintenance (CBM).

Unlike routine maintenance, which relies on scheduled checks irrespective of machine conditions,

CBM focuses on real-time data and machinery conditions(Tsang, Jardine, & Kolodny, 1999). CBM

can signal when maintenance is required, optimizing machine availability and maintenance costs.
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It’s the precision of CBM that makes it the preferred choice for industries aiming for operational

excellence [(Jardine, Lin, & Banjevic, 2006), (Panagiotidou & Tagaras, 2010)].

Historically, the transition to CBM was steered by statistical and mathematical models. Proba-

bilistic models, reliability theories, and stochastic processes became the bedrock of CBM method-

ologies. Based on the historical and operational data of machinery, these models can provide in-

sights into wear and tear, estimating the probability of failure over time. While effective, these

methods often require extensive data and can sometimes be too rigid or generalized to adapt to the

unique dynamics of each machinery. [(Barriento & Achcar, 2019), (Song, Zhang, Jiang, & Zhu,

2018), (Rasay, Naderkhani, & Azizi, 2022)].

With the advent of computational power and data science, the paradigm shifted towards Ma-

chine Learning (ML) approaches for CBM. With their ability to process vast datasets and detect

complex patterns, ML algorithms brought a new level of precision to CBM. Decision trees, clus-

tering algorithms, and regression models could predict failures with significant accuracy. Further,

these algorithms constantly learn from new data, refining their predictions and making CBM more

dynamic and adaptable. [(Cortes & Vapnik, 1995), (Widodo & Yang, 2007), (Bordoloi & Tiwari,

2014), (Banerjee & Abraham, 2018)].

As data became more abundant, especially with the Internet of Things (IoT) sensors, the dimen-

sionality and complexity of the data increased. Deep Learning (DL), a subset of ML, harnesses neu-

ral networks to process this high-dimensional data. These networks, inspired by the human brain,

can detect intricate patterns in large datasets, further refining the predictions and recommendations

for maintenance. DL in CBM has opened doors to even more advanced diagnostics, predicting not

just when but why a machine might fail [(Zhang & Si, 2020), (Hamer, Waterson, & Jun, 2021),

( ÂAlvarez et al., 2019)].

Emerging as one of the most dynamic approaches to CBM is Reinforcement Learning (RL),

underpinned by concepts of Markov Decision Processes (MDPs) and further extended by Deep Q-

Learning. RL’s heart lies in interacting with environments, learning through feedback, and constant

adaptation. MDPs, with their emphasis on states, actions, and rewards, offer the mathematical foun-

dation on which RL thrives. Each decision epoch within an MDP provides a structured snapshot,

allowing RL agents to determine optimal maintenance strategies by maximizing cumulative rewards
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over time. Deep Q-Learning, a DL adaptation of Q-learning, takes this a notch higher, handling vast,

complex datasets and honing maintenance decisions with unparalleled precision.[(Ahadi & Sullivan,

2019), (Paraschos, Koulinas, & Koulouriotis, 2020),(Y. Chen, Liu, & Xiahou, 2021),(Valet et al.,

2022), (J. Chen & Wang, 2023)].

1.1 Thesis Motivation

In its myriad forms, power has always been the driving force of civilization. Today, its sig-

nificance is more pronounced than ever, underpinning virtually every facet of our technologically

driven lives. Power is a ubiquitous necessity, from lighting our homes to fueling industries and

supporting digital infrastructures. As the global community becomes increasingly aware of envi-

ronmental concerns, the focus is shifting towards cleaner and more sustainable energy solutions.

This transition underscores the pivotal role of power grids, specifically wind turbines, in our quest

for sustainable energy.

Wind turbines symbolize the vanguard of renewable energy sources, harmonizing technological

innovation with environmental sustainability. These majestic structures dotting horizons worldwide

aren’t merely technological wonders; they are hefty investments, reflecting both their financial cost

and the value they bring regarding clean energy. Given their complex designs and multi-faceted

components, ensuring their optimal operation becomes paramount (Hart et al., 2020).

A closer inspection of a wind turbine reveals intricate systems working in tandem. Consider the

gearbox shown in Fig.1.1(Feng, Qiu, Crabtree, Long, & Tavner, 2013), an integral component of

these turbines. This crucial mechanism is a veritable orchestra of numerous components working

cohesively to transmute kinetic wind energy into usable electrical power. The sheer complexity of

the gearbox, combined with its substantial cost, makes its maintenance an area of prime concern.

Neglecting or mismanaging the upkeep of such a crucial component can lead to catastrophic failures,

bringing the turbine and the power supply to a grinding halt.

In the ever-increasing complexity of multi-component systems, particularly in critical infras-

tructures like power plants, transportation networks, and manufacturing facilities, the necessity for

a refined, intelligent, and forward-thinking maintenance strategy is becoming unequivocally urgent.
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Figure 1.1: Typical gearbox of a wind turbine

Traditional reactive or scheduled maintenance methods are no longer sufficient to meet the stringent

requirements for operational efficiency, safety, and longevity. This intensifies the call for sophisti-

cated approaches that are capable of identifying the need for intervention and predictive in nature,

allowing for the optimization of maintenance schedules and resources. In light of this imperative,

the fields of Reinforcement Learning (RL) and Deep Reinforcement Learning (DRL) present them-

selves as groundbreaking avenues for innovation, as indicated by recent studies (Xiang, Yang, Hu,

Su, & Wang, 2022).

RL and DRL are advanced machine learning paradigms that excel in decision-making tasks un-

der uncertainty, learning from interaction with an environment to achieve a particular goal. These

techniques can potentially dramatically transform how we approach multi-component system main-

tenance. They allow for the construction of adaptive and predictive maintenance algorithms that

can anticipate potential points of failure and proactively take corrective measures. This isn’t merely

about identifying when a component is likely to fail but also involves optimizing the sequence and

timing of maintenance activities to maximize the operational lifespan of the entire system.

By integrating the computational prowess of RL and DRL into maintenance management sys-

tems, it becomes conceivable to generate a mechanism that not only anticipates potential break-

downs but also systematically arranges repair and replacement schedules. This optimization leads

to a notable extension in the operational lifespan of the equipment. When applied to systems that

are critical for societal well-being, such as power grids or water treatment facilities, the benefits are

manifold.
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Firstly, such a strategy safeguards the substantial financial investments poured into this complex

machinery. When components last longer and operate more efficiently, it results in decreased over-

heads related to parts replacement and system downtime. Secondly, it significantly enhances the

reliability of these systems. A more reliable power grid, for example, ensures a consistent and unin-

terrupted supply of electricity, which is fundamental for both residential and industrial consumers.

This has cascading benefits on productivity, quality of life, and even emergency services, which rely

on a stable power supply for critical operations.

In the forthcoming sections, this research will journey into the heart of RL and DRL, explor-

ing their potential to revolutionize maintenance decision-making processes, particularly for intricate

multi-component systems. With its myriad components and undeniable importance in today’s en-

ergy landscape, the wind turbine will serve as our guiding example throughout this exploration.

1.2 Thesis contributions

Maintenance is a necessary component of the manufacturing and industrial sectors that guar-

antees the machinery functions safely and benefits these sectors by decreasing machine downtime,

extending the life of assets, and improving worker safety. As a result, the major purpose of my thesis

is to present an algorithm that reduces long-term costs by optimizing the maintenance scheduling

for parallel units inside a manufacturing system. The main contributions of my thesis research are

summarized as follows.

(i) Dynamic Maintenance for a Large Scale Identical Parallel Manufacturing Systems Us-

ing Reinforcement Learning : In this study, an RL approach for dynamic maintenance of a multi-

component parallel system subject to stochastic degradation and random failures has been proposed.

In brief, the contributions of this paper are as follows:

• One of the significant contributions of this research is introducing an RL-based model geared

towards CBM for multi-component systems susceptible to random failures. Instead of us-

ing traditional methods, this RL-based model allows for identifying optimal maintenance

policies that adapt to the system’s real-time conditions. This enhances the effectiveness of

maintenance actions and enables the system to be more resilient against unforeseen failures.
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• Another pivotal contribution of this thesis is shifting the focus from merely tracking system

degradation levels to account for the number of failed or unhealthy units, turning the issue

into a dynamic maintenance problem. This new approach allows for more adaptive, targeted

maintenance interventions. It enriches the existing analytical landscape by accommodating

the specific needs of individual units and opens the door for more advanced, adaptive opti-

mization algorithms in maintenance scheduling.

(ii) Deep Reinforcement Learning for Dynamic Maintenance Policies of Large-Scale Par-

allel Manufacturing Systems: In this study, a Deep Reinforcement Learning algorithm (DRL) is

proposed for a multi-unit system that provides dynamic maintenance scheduling recommendations.

The Double Deep Q Networks (DDQN) algorithm is proposed to solve the problem, making the

proposed RL solution more practical and effective in terms of time and cost savings than traditional

MDP approaches. In summary, the contributions of this paper are as follows:

• A significant advancement in this research is implementing a DDQN model for maintenance

scheduling in multi-component systems experiencing degradation. This DDQN model goes

beyond traditional methods to identify more dynamic and effective maintenance policies that

adapt according to the system’s changing health.

• Another key contribution is introducing a Birth/Birth-Death process that continuously updates

the health status of the system’s units. This dynamic updating enables real-time monitoring

and allows for the adaptation of the maintenance strategy based on the most current health

information of the units, making the system more responsive and efficient. Observed allows

for real-time monitoring and adaptation of the system maintenance strategy based on the

current health information of the units.

• The research also innovatively considers both the system’s positive and negative operational

impacts. Unlike many studies focusing solely on minimizing costs or maximizing produc-

tion, this work considers the dual aspects of excessive output and unsatisfied demand. This

balanced perspective offers a more holistic approach to optimizing system operations.

• Lastly, the efficacy of the proposed algorithm was rigorously tested on a large-scale system
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consisting of 30 parallel units. This represents a significant stride forward compared to much

of the existing literature, which often limits its scope to simpler systems with only one or

two units. The ability to manage and derive insights from such a large and complex system

underscores the robustness and broader applicability of the methods proposed in this study.

1.3 Thesis organization

The rest of the thesis is organized as follows:

• Chapter 2 provides an exhaustive literature review concerning the central topic of the thesis.

It surveys the most relevant research in the field and sets the stage for in-depth discussions

and novel contributions that follow in subsequent chapters.

• Chapter 3 introduces an RL algorithm specifically designed for the dynamic maintenance of

identical parallel units. This marks a noteworthy effort to extend the utility of RL methods in

maintenance optimization for parallel systems.

• Chapter 4 puts forth a DRL algorithm that employs Deep Q Networks (DQN) to tackle dy-

namic maintenance issues. This approach symbolizes a more complex and adaptive method-

ology for maintenance optimization, allowing for more nuanced solutions to common issues.

• Chapter 5.2 serves as the concluding segment of the thesis. In addition to summarizing key

findings and contributions, it delves into prospective future research avenues, thereby high-

lighting the potential for further advancements in this growing field of study.
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Chapter 2

Literature Review

Complex manufacturing systems must function at maximum capacity in today’s highly intercon-

nected and competitive global market. With rising competition across various industries and man-

ufacturing sectors, industrial researchers, engineers, and production managers are actively working

on creating and implementing promising and inventive technologies to enhance the reliability of

their systems. Proper maintenance actions play a crucial role in improving the performance and

reliability of the systems. Leveraging advanced maintenance technologies such as condition moni-

toring, predictive analytics, and remote diagnostics can provide real-time insights into the system’s

health.

CBM, as the state-of-the-art maintenance program, helps improve the reliability of the systems

by proactively monitoring the real-time condition of systems and taking timely maintenance actions.

By detecting potential issues early on, CBM enhances system reliability, minimizes downtime, and

reduces the risk of unexpected and costly failures. CBM outperforms traditional maintenance mod-

els such as age-based, block replacement, and Run-to-Failure (RTF) models (de Jonge, Teunter,

& Tinga, 2017). Generally speaking, traditional maintenance models may be performed either too

regularly, which would result in excessive costs and downtime, or insufficiently frequently, which

would increase the chance of unexpected breakdowns. By implementing CBM, the average cost is

considerably lowered by eliminating unnecessary maintenance operations (Salmani, Azizi, Rasay,

& Naderkhani, 2023).
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Nowadays, due to technological advancements and the accessibility of CM data, CBM ap-

proaches are being supplemented or substituted by advanced data-driven CBM methods that offer

real-time information on equipment conditions, facilitating precise and efficient maintenance inter-

ventions through the application of ML and Artificial Intelligence (AI) algorithms. ML algorithms

and AI techniques analyze large volumes of equipment data and identify patterns, anomalies, or

potential failures. These methods can improve fault detection accuracy, enable predictive mainte-

nance, and optimize maintenance strategies based on equipment performance and historical data.

Below, the first CBM program is reviewed in Section 2.1. Then, the application of ML in CBM is

reviewed in Section 2.2.

2.1 Condition-based Maintenance

CBM has emerged as a powerful approach in modern industrial practices to optimize mainte-

nance activities, improve equipment reliability, and reduce costs. Unlike traditional maintenance

methods that rely on fixed schedules or reactive approaches, CBM utilizes real-time data, ad-

vanced sensors, and predictive analytics to monitor equipment conditions and determine mainte-

nance needs. By focusing on the actual health and performance of equipment, CBM enables proac-

tive interventions, allowing organizations to address potential issues before they escalate into costly

failures (Azar, Hajiakhondi-Meybodi, & Naderkhani, 2022). By integrating technology and data-

driven insights, CBM has transformed maintenance practices, empowering organizations to achieve

higher reliability, productivity, and cost-effectiveness in today’s competitive business landscape.

The CBM program encompasses three primary stages, illustrated in Figure 2.1: (i) Data acqui-

sition, (ii) Data processing, and (iii) Decision making. It should be emphasized that these steps are

iterative and continuous. CBM is an ongoing process that entails constant monitoring of the asset’s

condition, analyzing data, making maintenance decisions, and implementing appropriate actions

based on the current and projected health of the asset.

Research within the context of CBM has been growing for many years. References such as

(Duffuaa et al., 1999), (Tsang et al., 1999) and (Jardine et al., 2006) conducted an early study on

CBM, which aimed to develop a model for implementing CBM in industrial settings. Following
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Figure 2.1: Condition-based monitoring steps.

this initial study, the field of CBM has experienced remarkable growth in research, focusing on

advancing theoretical foundations and practical applications. During the early 2000s, mathematical

models were the primary solution for addressing CBM problems, as demonstrated by the following

research studies.

In subsequent years, researchers consistently advocated for various statistical approaches in

CBM problem-solving. An outstanding research contribution (Panagiotidou & Tagaras, 2010) draws

attention to the potential of an integrated approach that combines Statistical Process Control (SPC)

and CBM to optimize maintenance decision-making and improve equipment reliability and avail-

ability. The authors stress the importance of data sharing between the two methods and the signifi-

cance of accurate and reliable data to ensure the effectiveness of this integrated approach.

Building upon this progress, the increasing reliance on wind energy underscores the neces-

sity for effective condition-based monitoring systems, especially since wind turbines are frequently

positioned in remote locations, making their maintenance more challenging. In a notable paper,

(Tautz-Weinert & Watson, 2017) presented an extensive study on using SCADA data for condition

monitoring of operational wind turbines. They emphasized that SCADA systems, when used appro-

priately, can be instrumental in early fault detection, reducing the cost implications of major repairs

or component failures.

Given the progress in industrial systems, the integration of sensor devices for comprehensive

CM data collection, and the abundance of vast and diverse datasets, there is a notable shift towards

leveraging ML techniques to enhance predictive analytic and decision-making processes in the CBM

program. The subsequent section will provide an in-depth exploration of the utilization of ML in

the context of CBM.
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2.2 Overview of Machine Learning and Reinforcement Learning Ap-

proaches in CBM

Researchers have increasingly shifted their focus towards ML-based algorithms, driven by their

potential to address complex system challenges effectively. These algorithms can dissect intricate

patterns and relationships within extensive datasets, enabling more precise predictions and informed

decision-making in demanding contexts. Consequently, ML-based solutions have gained substantial

prominence across diverse fields, from healthcare and finance to industrial applications such as

CBM and fault diagnosis (Ali & Abdelhadi, 2022).

ML’s capacity to process and analyze vast amounts of data at unprecedented speeds has revo-

lutionized decision-making in Industry 4.0, empowering businesses to make real-time adjustments

and strategic choices based on actionable insights (Nguyen, Do, Vosin, & Iung, 2022). As industries

increasingly embrace ML-powered solutions, they are staying competitive and laying the foundation

for a more agile, efficient, and responsive future.

A comprehensive breakdown of the machine learning process and its intricate steps is presented

in Figure 2.2 (Fausing Olesen & Shaker, 2020). It visually represents the fundamental stages within

the ML process. It begins with Data Acquisition, where sensor installation, database integration,

and meticulous experiment setup establish the crucial foundation by ensuring the availability of

high-quality data. Subsequently, Data Preprocessing plays a pivotal role in refining the collected

data, addressing issues such as noise reduction, handling missing data, and conducting feature en-

gineering to extract valuable insights.

The workflow advances to Model Selection and Training, where a suitable ML model, includ-

ing classical techniques like Artificial Neural Networks (ANN), Support Vector Machines (SVM),

K-Nearest Neighbours (KNN), and Decision Trees (DT), is chosen and trained on the prepared

dataset. The model’s generalization abilities and performance on unseen data are scrutinized to en-

sure its predictive accuracy. Moving forward, Parameter Tuning fine-tunes the model’s parameters

to optimize its performance, ultimately enhancing its predictive capabilities. Finally, the process
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Figure 2.2: Steps of Machine Learning

culminates in Deploying the Model, which involves installing an online version for real-time pre-

dictions and user training.

In the context of AI-enhanced maintenance strategies, classical ML techniques have proven

effective. At the same time, the broader realm of ML, including DL, offers a subset built upon

artificial neural networks. Techniques such as Convolutional Neural Networks (CNN), Recurrent

Neural Networks (RNN), DRL, and autoencoders are gaining prominence as essential tools for

maintaining diverse equipment and systems. This end-to-end approach ensures that ML solutions

are effectively implemented, resulting in actionable insights and valuable outcomes (R. Zhao et al.,

2019).

RL, another facet of ML, involves an agent learning optimal decision-making through inter-

actions with an environment and receiving feedback in the form of rewards or penalties. RL is

particularly advantageous in scenarios requiring the acquisition of optimal behaviour through iter-

ative trial and error. These domains within AI are reshaping numerous industries by ushering in

advanced automation, predictive analytics, and intelligent decision-making systems (Nguyen et al.,

2022).

For example, Widodo et al. (Widodo & Yang, 2007) conducted pioneering research on utiliz-

ing ML algorithms in CBM. Their study explored the application of these algorithms to enhance

the effectiveness of CBM strategies, marking an important milestone in integrating ML techniques
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into CBM practices. The paper presents a methodology using SVMs to classify machine conditions

based on vibration data. Experimental results on a gearbox dataset demonstrate the effectiveness

of SVMs in accurately categorizing gearbox conditions and detecting faults. The authors discuss

the advantages and limitations of SVMs in machine condition monitoring and fault diagnosis. They

conclude that SVMs can effectively improve the reliability and availability of machines by enhanc-

ing machine condition monitoring and fault diagnosis. The groundbreaking work by Widodo et

al. in utilizing ML algorithms for CBM sparked significant interest among researchers in the field.

Subsequently, several studies were conducted, including (Banerjee & Abraham, 2018), (Gryllias &

Antoniadis, 2012), and (Bordoloi & Tiwari, 2014). These researchers further explored and expanded

upon the application of ML techniques in CBM, contributing to the growing body of knowledge in

the field.

Researchers later began employing more sophisticated DL algorithms, such as ANN and Long

Short-Term Memory (LSTM) (H. Chen, Liu, Chu, Liu, & Xue, 2021), to address CBM problems.

These advanced algorithms allowed for more intricate analysis and modelling of complex systems,

enabling improved accuracy in condition monitoring, fault detection, and maintenance decision-

making within CBM. Additionally, integrating transfer learning techniques and ensemble models

further enhanced the robustness and generalization of DL-based CBM approaches, making them

more suitable for real-world industrial applications.

Coraddu et al.(Coraddu et al., 2016) proposed a methodology that utilizes ML algorithms, par-

ticularly ANNs, to predict the remaining useful life of naval propulsion plants. Through experiments

conducted on a dataset specific to naval propulsion plants, the authors demonstrated the effective-

ness of their approach. The results indicated that ANNs can accurately forecast the remaining useful

life of these plants, thereby enhancing the efficacy of CBM strategies. After that, Wei et al.(Wei,

Zhao, He, & He, 2019) employ a Markov process to simulate the deterioration of the system and

account for the impact of zoned shock events on its condition. Additionally, they introduce a mainte-

nance optimization model that incorporates the system’s condition and the associated maintenance

costs. This model aims to identify the most effective maintenance actions for achieving optimal

system performance.

Having explored the machine learning techniques in CBM, it is natural to progress to an even
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more dynamic area of focus: RL. While ML provides the foundation for predictive insights, RL has

the potential to leverage these insights for decision-making in CBM tasks. The following section

will explore how RL fits into the CBM landscape and understand its real-world applications.

2.2.1 Overview of Reinforcement Learning Algorithms

In recent years, the synergy between RL and CBM has emerged as a prolific area of research.

RL, a branch of machine learning, has emerged as a promising tool for optimizing CBM tasks. Tra-

ditional RL involves an agent that learns by interacting with its environment to maximize cumulative

rewards. Popular RL algorithms include Q-learning, Deep Q Networks (DQN), and Proximal Policy

Optimization (PPO), among others (Sutton & Barto, 2018).RL has been used to derive policies that

balance the continued operation of deteriorating systems and preventive maintenance actions. Such

policies are crucial for systems where early maintenance can be costlier than operating a slightly

degraded system(Wang, 2002).

The scholarly work by (MarugÂan, 2023)provides a literature review on the application of RL

algorithms for the maintenance of engineering systems, particularly in the context of CBM. The

author reviewed the application of RL in many different fields, such as transportation systems, man-

ufacturing and production systems, civil infrastructures, etc. Consequently, these insights frequently

galvanize researchers, spurring subsequent investigations and studies to address the identified chal-

lenges and expand the domain’s boundaries.

In another notable contribution, ( ÂAlvarez et al., 2019) presents a maintenance model that incor-

porates CBM strategies while considering resource constraints on the number of inspections. They

offered a stochastic dynamic programming model to determine the most opportune moment to in-

spect and execute preventive maintenance over each component of a non-redundant system. Later,

Smith and Doe (Hamer et al., 2021) presented a framework that utilizes RL to deduce optimal CBM

decision policies. Their work showcased that RL can be effectively harnessed to adapt to vary-

ing system conditions and dynamically choose between repair, replacement, or continued operation

based on real-time data.

Several researchers have adopted a more sophisticated approach to CBM issues, aiming to ad-

dress more intricate systems. This has led to the utilization of DL algorithms. Zhang et al. (Zhang
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& Si, 2020) proposed a deep RL-based CBM to overcome high- and low-dimensional problems.

Both stochastic and economic dependencies are taken into consideration. They mapped the system

degradation directly to the maintenance decision without having a maintenance threshold.

While the previous section shed light on the foundational applications of RL in CBM, modern

complex systems often consist of multiple interdependent components, demanding a more intricate

approach. As systems grow in complexity, so does the need for sophisticated strategies to navigate

the nuanced interactions between these components. In the subsequent section, we will explore how

RL and its advanced counterpart, DRL, are being harnessed to address the unique challenges and

optimize maintenance tasks in multi-component systems.

2.3 Dynamic Maintenance of Identical Manufacturing Systems

In this section, we delve into the dynamic maintenance of identical manufacturing systems,

where CBM plays a pivotal role in ensuring operational efficiency and reliability. Identical man-

ufacturing systems pose unique challenges in terms of maintenance, as uniformity can sometimes

lead to unexpected failures.

CBM, as depicted in Figure 2.3, starts with data collection using sensors to monitor equipment

conditions. After collecting data, the process moves to diagnosis for fault detection and identifying

operational anomalies. The next step is prognosis, which estimates the equipment’s Remaining

Useful Life (RUL). This predictive aspect provides insights into the machinery’s expected life. The

process concludes with the Maintenance Decision Support System (MDSS), which consolidates the

gathered information to recommend optimal maintenance actions based on current conditions and

future predictions.

While CBM encompasses a broad spectrum of activities, this thesis narrows its focus on the

maintenance decision-making processes for multi-component systems. The potential of reinforce-

ment learning agents is thoroughly explored, examining their aptitude in navigating complex main-

tenance decisions.

As we journey deeper into maintenance, it becomes evident that Condition-Based Maintenance

is not just a methodology; it’s the future. The forthcoming section will focus on the literature
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Figure 2.3: Condition-based Monitoring flowchart.

surrounding RL and DRL, elucidating their roles in the dynamic maintenance of multi-component

systems, which is the main focus of this thesis.

2.3.1 Application of Reinforcement Learning in Maintenance Scheduling

This section explores how RL is applied to maintenance scheduling, a critical aspect of industrial

asset management. RL’s adaptive capabilities are leveraged to optimize schedules and minimize

downtime, offering intelligent, data-driven solutions that enhance equipment lifespan and improve

system reliability and sustainability.

There are various maintenance methodologies for fault diagnosis and prognosis, but the two

common approaches are model-based maintenance and data-driven maintenance. Model-Based

Maintenance (MBM) is a maintenance strategy that uses a mathematical model of a system to diag-

nose and predict faults. Several research studies have investigated MBM in many sectors.

MBM has been used in the energy sector to monitor wind turbines and predict component break-

downs. The reference (Barriento & Achcar, 2019) tried to find an optimal maintenance strategy

using statistical methods like ANOVA. The authors defined a fixed threshold for doing maintenance

actions, which is not accurate and precise. MBM is used to forecast gearbox failures in wind tur-

bines, which lowers maintenance costs and downtime, according to research by (Song et al., 2018).

18



Also, (Rasay et al., 2022) modelled a process with interrelated stages. They formulated the prob-

lem based on renewal theory and considered both process and equipment conditions. Based on

the concept of opportunistic maintenance, they developed a novel integrated SPC and maintenance

planning framework. There are various restrictions with MBM, one of which is that it requires ac-

curate models of the system under observation. It may be time-consuming and costly to develop

these models. Moreover, systems with unpredictable behaviour or operating conditions that change

quickly may not perform well with MBM.

On the flip side, Data-Driven Maintenance (DDM) is an approach that uses historical data to

detect and diagnose faults in a system. Unlike MBM, the system’s physical characteristics are not

necessary for DDM. DDM analyses data and looks for patterns that point to the beginning of defects

using a variety of statistical and ML approaches. As statistical models may not be able to accurately

predict future failures or maintenance needs, particularly in complex systems with many interacting

components, the main focus of researchers is on developing advanced ML and AI-based solutions

for maintenance management problems. We will now conduct a literature review focused explicitly

on DDM models.

Traditional approaches to maintenance scheduling rely on pre-determined schedules based on

time or usage. Still, these methods can lead to inefficiencies if maintenance is performed too early

or too late. For example, (Hu, Miao, Zhang, Liu, & Pan, 2021) took spare component storage cost

into account and proposed a novel RL method that can handle numerous maintenance strategies

without prior knowledge. They simulated different maintenance scenarios to generate enough train-

ing data for an RL-driven strategy. Even in more recent research, several types of research focus on

simple systems. However, the increased complexity of modern machines brings new challenges for

modelling and analyzing their failure behaviours.

Numerous studies have historically centred on simplistic systems, like single-unit systems, with

early examples from researchers such as (Paraschos et al., 2020). This trend persists in contem-

porary works, as demonstrated by recent research like (Xiao, Yan, Kou, & Wu, 2021), where a

single-unit system is analyzed, and a mathematical model is presented to minimize the anticipated

total expense. They only assumed two failure modes for their supposed system and considered

production loss while it was under maintenance. Also, they present different inspection policies,
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including periodic inspection policies and condition-based inspection policies. The effectiveness of

their algorithm is under the various simplicity assumptions that they assumed.

Similarly, (X. Zhao & Wang, 2022) considered two identical components that operate in parallel

and degrade over time with a bivariate Wiener process. The maintenance model is presented using

the MDP for both the finite and infinite planning horizons. The authors also consider the impact

of system performance, such as system availability, on maintenance decisions. Notably, their al-

gorithm seemed effective on systems with two identical components. Unlike this paper, motivated

by the challenges of solving high-dimensional MDPs, (Ahadi & Sullivan, 2019) introduced an ap-

proximate dynamic programming algorithm in their proposal. The algorithm addresses the selective

maintenance problem in a series-parallel system that consists of only binary-state components.

Furthermore, it is worth noting that previous research studies have primarily focused on single-

unit systems, employing highly effective algorithms such as DRL. In contrast, these algorithms have

demonstrated their capability to handle more intricate and complex systems compared to traditional

approaches.

In conclusion, this section has explored the application of RL in maintenance scheduling, high-

lighting its potential to optimize schedules, minimize downtime, and enhance equipment lifespan.

While RL is a cutting-edge approach, we’ve also touched upon the broader landscape of main-

tenance methodologies, from MBM to DDM. Contemporary research predominantly focuses on

single-unit systems, yet there is a growing interest in addressing the complexities of more intricate

systems with advanced algorithms, such as DRL. As we transition to the next chapter, we delve

further into DRL’s exciting prospects in the maintenance scheduling context, examining how this

advanced technique is shaping the future of industrial asset management.

2.3.2 Application of Deep Reinforcement Learning in Maintenance Scheduling

As industries march forward in the automation and data-driven decision-making age, DRL has

carved a significant niche, especially in complex optimization problems. Maintenance scheduling,

a critical component in ensuring the smooth operation of machinery and systems, is undergoing a

paradigm shift with the infusion of DRL. With the capability to model and learn from intricate sys-

tem interactions, DRL presents a leap in our ability to schedule maintenance activities in a manner
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that’s both efficient and responsive to real-time changes. This new horizon holds the potential to

drastically reduce downtimes, enhance system longevity, and ultimately elevate the entire opera-

tional workflow.

Speaking of DRL, (Valet et al., 2022) proposed a new method for maintenance scheduling in

complex production systems using DRL. Also, they test their result with different traditional meth-

ods as a benchmark. (Y. Chen et al., 2021) propose a framework that combines DRL with the

dynamic loading strategy for repairable multi-state systems. With a continuous action space and

a mixed integer discrete continuous state space, they formulated their problem as an MDP. The

deep deterministic policy gradient algorithm is used to solve their problem. Similarly, (Yousefi,

Tsianikas, & Coit, 2022) defined every state as the exact level of degradation and proposed a dy-

namic maintenance model. The maintenance team uses a neural network as a decision-making tool

to determine the optimum maintenance course of action depending on the system’s current level

of degradation. Researchers have attempted to address even more complex problems by introduc-

ing additional constraints into their research, which can help guide their investigations and narrow

down potential solutions. These constraints may be inherent to the problem itself or intentionally

imposed by researchers to explore specific aspects of the problem, such as time constraints, resource

constraints, or other limitations.

More similar to the present research, (Zhang & Si, 2020) proposed a novel approach that uti-

lizes DRL to optimize imperfect maintenance in multi-component systems with load sharing. Load

sharing refers to the ability of operational components in a system to distribute or bear the load of

failed components, and this concept is integrated into the decision-making process. The authors

assumed the system’s health states could be restored by implementing imperfect maintenance and

corrective maintenance actions. The authors’ findings indicate that the proposed algorithm performs

well when dealing with large-scale problems.

Several researchers have directed their attention toward investigating various dependencies in

maintenance planning. (J. Chen & Wang, 2023) focused on multi-component systems and examined

three types of dependencies: stochastic dependency, economic dependency, and structural depen-

dency. They employed the compound Poisson process to model the degradation process of compo-

nents. Furthermore, they used a fixed threshold to determine the failure level of the components.
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Their study primarily considered a limited number of cost components, such as the cost of replace-

ment and inspection. To evaluate the effectiveness of maintenance actions, they compared the actual

maintenance costs incurred in four different system states with the Q-values calculated by the agent

based on the identified state.

Additionally, (Nguyen, Do, Voisin, et al., n.d.) delved into maintenance problems by examining

multi-state components influenced by state interactions and economic independence. State interac-

tions refer to the effect of one component’s degradation on others. The researchers considered two

types of state observations: partially observed and fully observed, resulting in a substantial policy

space. To address these complexities, they introduced a weighted QMIX algorithm, a multi-agent

algorithm designed to handle state intersections and optimize decision-making in such scenarios.

In conclusion, the literature review has provided a comprehensive overview of the existing re-

search on the topic, highlighting the complexities and nuances of the problem. Through thoroughly

examining the relevant literature, researchers have identified gaps, limitations, and opportunities for

further exploration. The review has also highlighted how some researchers have attempted to tackle

these complex problems by incorporating additional constraints into their research. The insights

gained from the literature review will serve as a solid foundation for the current study, laying the

groundwork for the investigation to build upon and contribute to the existing body of knowledge.
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Chapter 3

Reinforcement Learning-Based Dynamic

Maintenance Model for Large-Scale

Identical Parallel Manufacturing

Systems

This chapter presents a novel and innovative machine learning-based framework tailored for the

intricate realm of maintenance decision-making, with a particular emphasis on multi-unit systems.

In the context of this framework, we introduce an RL approach designed to address the dynamic

maintenance challenges faced by multi-component parallel systems that contend with stochastic

degradation and random failures.

In this complex landscape, each unit’s condition deteriorates independently, driven by a three-

state homogeneous Markov process. These states encompass the health of the unit, its unhealthy

state, and the unfortunate event of failure. The dynamics of the system, marked by the intricate

interplay among individual component states, are elegantly captured using the Birth/Birth-Death

process. This modelling strategy enables a comprehensive understanding of how the overall sys-

tem state emerges from various combinations of individual component states, paving the way for

effective maintenance strategies.

23



Crucially, we delve into the heart of our approachÐformulating the optimal maintenance pol-

icy as a MDP. This MDP framework encapsulates the essence of dynamic maintenance decision-

making, with the goal of cost minimization as the guiding principle. To navigate the complexi-

ties of this framework and derive actionable insights, we employ a Q-learning algorithmÐa well-

established and powerful RL technique. This choice proves instrumental in streamlining the decision-

making process and delivering substantial time and cost savings compared to traditional MDP ap-

proaches.

One key distinction that sets RL apart in this context is its remarkable efficiency, mainly when

dealing with large state-spaces. In this scenario, traditional MDP solutions often struggle to con-

verge to the optimal policy within reasonable timeframes. In the face of such challenges, RL

emerges as a decisive need in the arsenal of maintenance decision-makers, providing practical and

effective solutions.

To bring these concepts to life, we present a compelling numerical example that vividly illus-

trates how RL can be harnessed to derive the optimal maintenance policy for the multi-component

parallel system under scrutiny. Through this example, we showcase the feasibility and practicality

of our RL-based approach, shedding light on its potential to revolutionize maintenance decision-

making for complex, multi-unit systems in various industrial domains.

The chapter is structured in the following manner: Section 3.1 lays the groundwork for the

problem, offering a comprehensive overview of RL principles and the birth/birth-death process.

In Section 3.2, a numerical experiment is presented, testing the algorithm introduced in the prior

section. Section 3.3 concludes the chapter and delves into potential prospects.

3.1 Problem Statement

Consider a production system consisting of M identical, parallel units. Deterioration of each

unit occurs independently according to a three-state homogenous Markov process such that each

unit has three states: healthy, unhealthy, and failure, denoted as states 0, 1, and 2, respectively.

Healthy and unhealthy states are operational, and failure state is not operational. At the start of

the planning horizon, all units are in a healthy state and gradually deteriorate. The system state is
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defined using two interacting populations: (i) The number of units in the unhealthy state and (ii)

The number of units in the failure state. More specifically, at a specific time as t, the state of the

system is defined as st = (i, j) where i is the number of units in the failure state, and j is the

number of units in the unhealthy state such that 0 ≤ i+ j ≤M , i, j ≥ 0. It means that the number

of units in the healthy state is M − i− j. Accordingly, the total number of system states is equal to

(M + 2)(M + 1)/2. The Birth/Birth-Death stochastic process describes the interaction among the

system states as described in the next section. Each system unit is monitored continuously so that

updated information about the deterioration of each unit is available.

3.1.1 Birth/Birth-Death Process

Let N0(t), N1(t), and N2(t) be the number of units in state 0, the number of units in state 1,

and the number of units in state two at time t, respectively. We take into the account a bivariate

homogeneous Markov process {N2(t), N1(t)), t ≥ 0} with the state space S = {(i, j) : 0 ≤ i, j ≤

M, 0 ≤ i + j ≤ M}, to trace N2(t) and N1(t), because N0(t) +N1(t) +N2(t) remains constant

as noted. For this purpose, we will apply a birth/birth-death process, a subclass of competition

processes with two interacting populations of failure and unhealthy units, (N2(t), N1(t)), whose

first population is rising N2(t). All possible transitions occur with the following probabilities:

P ((N2(t+ dt), N1(t+ dt))(i, j + 1)|(N2(t), N1(t))(i, j)) = λ
(1)
ij dt+ o(dt) (1)

P ((N2(t+ dt), N1(t+ dt))(i, j + 1)|(N2(t), N1(t))(i, j)) = λ
(2)
ij dt+ o(dt) (2)

P ((N2(t+ dt), N1(t+ dt))(i, j + 1)|(N2(t), N1(t))(i, j)) = γijdt+ o(dt) (3)

P ((N2(t+dt), N1(t+dt))(i, j+1)|(N2(t), N1(t))(i, j)) = 1− (λ
(1)
ij +λ

(2)
ij +γij)dt+o(dt) (4)

This expression denotes the likelihood that the system will move from the state (i, j) to state

(i, j + 1) within an infinitesimally brief interval, dt. The term λ
(1)
ij = (M − i − j)p01λ0 esti-

mates the probability of transitioning units from a healthy condition to state 1, indicating a birth in

the population of unhealthy units. Similarly, λ
(2)
ij = (M − i− j)p02λ0 gives the chance of moving

healthy units to state 2, pointing to a birth in the population failed units. Meanwhile, γij = jp12λ1
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establishes the likelihood of changing units from an unhealthy state to state 2. This represents a

simultaneous event where the number of unhealthy units decreases (akin to a ºdeathº in this group),

and there is a birth in the failed units. given i units in state 2 and j units in state 1.

The leaving rates of the states can be obtained by:

Vij =
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(5)

The state of the continuous-time Markov chain {(N2(t), N1(t))} just after a state transition is de-

scribed by the discrete-time Markov chain {(N2,n, N1,n)} whose one-step transition probabilities

p(i,j),(i′,j′) at the end of sojourn times are derived as follows:

• When 0 ≤ i ≤M − 1 and 1 ≤ j ≤M − i− 1, the one-step transition probabilities are given

by:
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• When 0 ≤ i ≤M − 1 and j = 0, the one-step transition probabilities are given by:

p(i,j),(i′,j′) =
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(7)

• When 0 ≤ i ≤M − 1 and j = M − i, a transition is possible to the state with i′ = i+ 1 and

j′ = j − 1 with probability 1:

p(i,j),(i′,j′) = 1 (8)
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Uniformization method can obtain the probabilities p(i,j),(i′,j′) via:

p(i,j),(i′,j′)(t) =
∞
∑

n=0

e−vt (vt)
n

n!
p
−(n)
(i,j),(i′,j′) (9)

where the probabilities p
−(n)
(i,j),(i′,j′) can be recursively computed from:

p
−(n)
(i,j),(i′,j′) =

∑

(k,h)∈S

p
−(n−1)
(i,j),(k,h)p(k,h),(i′,j′), n = 1, 2, ... (10)

starting with p
−(0)
(i,j),(i,j) = 1 and p

−(0)
(i,j),(i′,j′) = 0 for (i, j) ̸= (i′, j′). This completes the derivation

of the transition probabilities. In the next section, we provide a detailed description of the proposed

RL algorithm.

3.1.2 Review of RL and Q-learning

Generally speaking, ML models can be classified into three major categories: (i) Supervised

learning, (ii) Unsupervised learning, and (iii) Reinforcement learning. RL is a branch of ML where

an agent learns how to behave in an environment by performing specific actions and receiving re-

wards or penalties in return. Unlike supervised learning, where the correct decisions are explicitly

provided, RL is about learning from trial-and-error experience. An agent makes observations, takes

actions based on those observations, and receives feedback through rewards or penalties. The ob-

jective is to find a policy that maximizes the agent’s expected cumulative reward over time.

At its core, RL operates on a simple principle: learn by interacting with an environment. It

mirrors how humans and animals learn through trial and error, refining their decisions based on

consequences. In RL, decisions aren’t guided by explicit labels or by being shown examples. In-

stead, they’re driven by feedback from the environment in the form of rewards or penalties.

RL is inherently temporal, unlike many ML methods that often assume independence between

samples. Decisions made now can have consequences far into the future, and understanding these

long-term effects is crucial for effective learning. This is captured in the return or cumulative future

reward, which an agent seeks to maximize.
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3.1.2.1 Reinforcement Learning Components

RL stands distinctively in the vast landscape of ML, characterized by its interactive learning

paradigm. While its foundational principles, which revolve around learning through interaction and

feedback, echo throughout various learning theories, the magic of RL truly materializes through

the interplay of its core components (Figure 3.1). Each component in the RL framework serves as

a pillar, holding up the tower of this dynamic form of learning. Just as understanding the intricate

workings of a watch requires a detailed examination of each cog, spring, and hand, a comprehensive

grasp of RL mandates a deep dive into its constituent parts. This section endeavours to elucidate

these components, shedding light on their roles, nuances, and collective synergy that powers the RL

mechanism.

Figure 3.1: Foundation of RL

• Agent: At the forefront of the RL paradigm is the agent, an autonomous entity that learns and

makes decisions. Think of the agent as the learner or decision-maker, constantly interacting

with its environment, adapting its strategies based on feedback, and evolving its understand-

ing to achieve its objectives. The agent embodies algorithms that process its experience to

improve its policy over time.

• Environment: The world through the eyes of the agent is its environment. It’s a dynamic en-

tity that reacts to the agent’s actions, providing new situations (states) and feedback (rewards).

The environment encapsulates all the challenges and nuances the agent must understand and

navigate to succeed in its learning journey.

• Action (A): The agent’s means to influence its environment are the actions. Actions can
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span a vast spectrum, from simple discrete decisions like ºmove leftº or ºjumpº to complex

continuous actions like controlling the speed and direction of a car. The collection of all

possible actions is known as the action space, which can vary in complexity depending on the

problem.

• State (S): If actions are the means, states are the context. States define the current situation

or scenario in which the agent finds itself. They capture vital information, giving the agent

a snapshot of the environment at a particular moment. The state space, a collection of all

potential states, provides the backdrop against which the agent evaluates its decisions.

• Reward (R): Serving as the feedback mechanism, rewards are immediate signals given to the

agent after taking an action in a particular state. They guide the learning process, incentivizing

beneficial actions and discouraging unfavourable ones. The reward structure is crucial, as

it shapes the agent’s learning trajectory. A well-designed reward system can significantly

accelerate learning, while a poorly designed one can mislead the agent.

3.1.2.2 Policies and Value Functions in RL

Navigating the intricate spaces of the RL world requires both a direction (what to do next) and

a sense of the terrain (what the future might hold). Policies and Value Functions serve these roles,

guiding the agent through its learning journey. Both determine how an agent will act and learn over

time.

• Policy (π): A policy is a strategy that the agent employs to determine the next action based

on the current state. It can be seen as a mapping from states to probabilities of selecting each

possible action.

◦ Deterministic vs. Stochastic Policies: In a deterministic policy, there’s a defined action

that the agent will always take for a given state. On the other hand, a stochastic policy

provides a probability distribution over actions, allowing for exploration and capturing

uncertainties in decision-making.

◦ Policy Improvement and Iteration: RL often aims to find an optimal policy that maxi-

mizes the expected reward over time. Agents can iteratively refine their policies through
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mechanisms like policy iteration, evaluating and improving them to converge to an op-

timal strategy.

• Value Function: While the policy directly maps actions, the value function offers a forecast,

estimating how good a particular state or action is in terms of expected future rewards.

◦ State Value Function (V (s)): This is a measure of how good it is for an agent to be in a

particular state. More formally, it’s the expected return an agent can obtain, starting from

state s and following its current policy thereafter. It reflects the long-term desirability

of states.

◦ Action Value Function (Q(s, a)): This quantifies the value of taking a specific action a

in state s. It considers the immediate reward and weighs in the potential future rewards

the agent can get by following its policy after taking the action.

◦ The Role of Bellman Equation: Both the State and Action Value Functions often sat-

isfy recursive relationships known as the Bellman equations. These equations relate the

value of a state (or state-action pair) to the values of its successor states (or state-action

pairs). They form the foundational bedrock for many RL algorithms, allowing iterative

methods to estimate and optimize value functions. For a given policy π, the state value

function Vπ(s) can be expressed using the Bellman equation as:

Vπ(s) =
∑

a

π(a|s)
∑

s′,r

p(s′, r|s, a)[r + γVπ(s
′)] (11)

* π(a|s) is the probability of taking action a in state s under policy π

* p(s′, r|s, a) denotes the probability of transitioning to state s′ and receiving reward

r when taking action a in state s.

* γ is the discount factor which dampens future rewards, capturing the idea that im-

mediate rewards are generally preferred over distant ones.

While policies direct actions, value functions guide the updates to these policies. By estimating

future rewards, the value function provides insights into how beneficial different states and actions
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are. This information, in turn, can be employed to adjust and improve the policy, making it more

aligned with the goal of maximizing cumulative rewards.

3.1.2.3 Q-Learning Algorithm

RL presents agents with a myriad of choices in intricate environments. Q-learning, as an off-

policy algorithm, offers an approach to navigate these choices with the goal of optimizing long-term

rewards. At the intersection of learning and decision-making, Q-learning is a beacon, guiding agents

to effective policies even without a model of the environment.

Q-learning operates on the premise of learning the optimal action-value function directly. This

function, denoted as Q(s, a), quantifies the expected return of taking action a in state s, followed

by an optimal policy thereafter. Unlike other algorithms, Q-learning learns about the optimal policy

regardless of how the agent explores the environment or what policy it currently follows.

The heart of Q-learning is its iterative update rule, which refines the Q-values based on observed

rewards and estimated future returns:

Q(s, a)← Q(s, a) + α[r + γmax
a′

Q(s′, a′)−Q(s, a)] (12)

• r is the immediate reward

• max
a′

Q(s′, a′) estimates the future reward.

• α is the learning rate.

• γ is the discount factor.

One of the central challenges in RL is the trade-off between exploration and exploitation. This is

the dilemma of whether the agent should try new actions (exploration) or stick to what it believes to

be the best action (exploitation). Figure 3.2 shows how this trade-off works. A popular approach to

address this is the ϵ-greedy policy, where the agent takes a random action with probability ϵ and the

best-known action with probability 1 − ϵ. Over time, ϵ can be decayed to shift from exploration to

exploitation.
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Figure 3.2: Exploration Vs. Exploitation (Wiering & Van Otterlo, 2012)

In this model-free RL algorithm, the Q-value of the action a at the state st of the agent at time

slot t, denoted by Q(st, at), is calculated as:

Q(st, at) = Eπ{

H−1
∑

t=0

γtrt+1|s0 = 0, a0 = 0, at = π(st)} (13)

First of all, we initialize the Q-table with zero. Then, the Q-value will be updated in each time step

as follows:

Q(st, at)← (1− λ)Q(st, at) + λ(rt + λmaxQ(st+1, at+1)) (14)

With the growth of DL, neural networks have been used as function approximators for the Q-values.

DQNs can handle vast and continuous state spaces. DQNs provide a paradigm shift from traditional

tabular Q-learning, allowing RL agents to function efficiently in environments with large or contin-

uous state spaces. The nexus of Q-learning and DL in DQNs leads to agents capable of complex

decision-making, but it also introduces unique challenges.

3.1.3 Reinforcement Learning for Maintenance Policy

We provide an RL approach for the CBM policy optimization of the system described in the

previous section. Every RL framework consists of five main different components, namely, (i)

Agent, (ii) Action-space, (iii) State-space, (iv) Reward, and (v) Transition probabilities. The MDP

for proposed RL problem can be defined as a tuple (S,A, P,R, λ) where S is the states, A is the

action set A = {a0, a1, a2, a − 3}, P is the transition probability, and R is the reward function.

Let’s define each component in detail:

• Agent: The management system, as the intelligent component of the system, acts as the agent
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and interacts with the environment based on a set of maintenance decisions.

• State-space: In the proposed problem, a component could be in three different states: (i)

Healthy state, (ii) Unhealthy state, and (iii) Failed state. Therefore, the state of the system is

in the form of (N2, N1), in which N2 represents the number of failed units and N1 represents

the number of units in unhealthy units.

• Action-space: At each decision epoch, four actions are available:

◦ Action 0, i.e., do nothing denoted by a0.

◦ Action 1, i.e., conducting reactive maintenance (RM) on the failed units, denoted by a1.

◦ Action 2, i.e., conducting preventive maintenance (PM) on the unhealthy units denoted

by a2.

◦ Action 3, i.e., conducting PM on the unhealthy units and RM on the failure units, de-

noted by a3

At each decision epoch, the agent makes an action which results in the system transition

such that action 0 takes one epoch, and after that the system transits from St = (i, j) to

St+1 = (i′, j′) with the probability pa0(i,j),(i′,j′) obtained from Equation1 for a decision epoch

π as follows:

pa0(i,j),(i′,j′) = p(i,j),(i′,j′)(π) (15)

Action 1 takes one epoch and after that, the system transits from St = (i, j) to St+1 = (0, j)

with probability one. This state transition implicitly assumes that if action 1 is selected, all

units in the operating state remain unchanged. Action 2 takes one epoch and after that, the

system transits from St = (i, j) to St+1 = (i, 0) with probability one. This state transition

also implicitly assumes that if action 2 is selected, all units in the operating state remain

unchanged. Action 3 takes one epoch and after that, the system transits from St = (i, j) to

St+1 = (0, 0) with probability one.
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• Reward: The reward function in the proposed model is a function of different cost compo-

nents, which is denoted by the following equation:

Rt(s, a) = −[M −N1(zt)−N2(t)]C0∆t−N1(t)C1∆t

−∆tCDmax{0, D − [M −N1(t)−N2(t)]P0 −N1(t)P1}

∆tCEmax{0, [(M −N1(t)−N2(t))P0 +N1(t)P1]−D}

− [CK + CFN2(t)]β2 − [CK + CPN1(t)]β3 − [CK + CPN1(t) + CFN2(t)]β4

(16)

Where:

β1 + β2 + β3 + β4 ≤ 1 (17)

In Equation 16, the production rate of a unit in the healthy and unhealthy states are denoted

by P0 and P1, respectively such that P0 ≥ P1. Also, the operational cost of a unit in states 0

and 1 are C0 and C1 (C1 ≥ C0). The constant demand rate is denoted by D, which should

be satisfied. The production rate of the system depends on its operational state, so for state

st = (i, j), the production rate of the system is (M − i − j)P0 + jP1. We assume there is

an economic dependency among the units. Maintenance action needs to send crew members

and incurs a high fixed set-up cost as Ck. Hence, simultaneous maintenance of several units

is more cost-effective than conducting maintenance for one unit. It is assumed the cost of RM

(CRM) is larger than the cost of PM, i.e., (CRM ≥ CPM). RM and PM are perfect, meaning

they return the unit to the as-good-as-new state. The objective is to minimize the expected

total cost during a finite planning horizon (T). In addition, the cost rate of lost production for

unsatisfied demand is also considered, which occurs when demand exceeds the production

level (CD. On the other hand, the excess production can be sold at a lower price as CE .

• Transition probabilities: Let pa(i,j),(i′,j′) = P (St+1 = (i′, j′)|St = (i, j), a)pa0(i,j),(i′,j′) be

the transition probability of being in state (i′, j′) at time t + 1, if the system was in state

(i, j) at time t, and action a is chosen. The transition probabilities can be calculated from

Equations.[1-4].
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3.2 Numerical Experiment

Consider a system with three components, i.e., M = 3. As previously mentioned, each compo-

nent can be in three different states. As a result, the overall system state is equal to 10, which can be

shown in the form of (N1, N2), which N1 and N2 represents the number of failed units and number

of units in warning states, respectively. Table 3.1 shows the state-space of the proposed model.

Table 3.1: State-Space

Num. of state State

0 (0,0)

1 (0,1)

2 (0,2)

3 (0,3)

4 (1,0)

5 (1,1)

6 (1,2)

7 (2,0)

8 (2,1)

9 (3,0)

The agent will start from state 0 and choose an action. The agent moves among states based on

the transition probabilities defined in Equations [1-4]. Every single action changes the state of the

system. Figure 3.3 shows the state-action space for the system under study, including ten states and

four actions: 0, 1, 2, and 3. Each time, the system can transit from state i, for (i ∈ {0, 1, 2, . . . , 9})

to state j, for (j ∈ {0, 1, 2, . . . , 9}) with action a, (a ∈ {0, 1, 2, 3}) with the probability P a
ij . As it

can be seen from Figure3.3, blue arrows show the transition from state i to state j when the ªno

repairº action is selected.

It is worth mentioning that most of the input parameters are taken from (Azizi & Salari, 2023)

and (Salari & Makis, 2017). They are related to wind turbine gearbox data. The following Table 3.2

shows input parameters that are considered in our model:

By considering the transition probability formulation and values that are as follows (Tables3.3-

3.6), reward function, and input cost components, the results of the RL implementation are shown

in Figure3.4.

The code is run for 1000 decision epochs. In each decision epoch, the agent will go through 500
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Figure 3.3: RL State-Action Space

Table 3.2: Input parameters

Parameters Value

C0 1000

C1 2000

CD 20000

P0 0.99

P1 0.01

CE 12000

D 2000

CK 800

CF 10000

CP 1000

t 1

M 3

Table 3.3: Transition probabilities for action 0

(0,0) (0,1) (0,2) (0,3) (1,0) (1,1) (1,2) (2,0) (2,1) (3,0)

(0,0) 0.1225 0.1932 0.1016 0.0178 0.1792 0.1885 0.0496 0.0875 0.046 0.0142

(0,1) 0 0.1353 0.1423 0.0374 0.1113 0.2491 0.1002 0.1086 0.0893 0.0265

(0,2) 0 0 0.1796 0.0787 0 0.2549 0.2023 0.1011 0.1731 0.0493

(0,3) 0 0 0 0.1653 0 0 0.4077 0 0.3352 0.0918

(1,0) 0 0 0 0 0.2446 0.2593 0.0682 0.2406 0.1265 0.0587

(1,1) 0 0 0 0 0 0.2725 0.1433 0.2241 0.2508 0.1093

(1,2) 0 0 0 0 0 0 0.3012 0 0.4952 0.2036

(2,0) 0 0 0 0 0 0 0 0.4966 0.2611 0.2423

(2,1) 0 0 0 0 0 0 0 0 0.5488 0.4512

(3,0) 0 0 0 0 0 0 0 0 0 1
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Table 3.4: Transition probabilities for action 1

(0,0) (0,1) (0,2) (0,3) (1,0) (1,1) (1,2) (2,0) (2,1) (3,0)

(0,0) 0 0 0 0 0 0 0 0 0 0

(0,1) 0 0 0 0 0 0 0 0 0 0

(0,2) 0 0 0 0 0 0 0 0 0 0

(0,3) 0 0 0 0 0 0 0 0 0 0

(1,0) 1 0 0 0 0 0 0 0 0 0

(1,1) 0 1 0 0 0 0 0 0 0 0

(1,2) 0 0 1 0 0 0 0 0 0 0

(2,0) 1 0 0 0 0 0 0 0 0 0

(2,1) 0 1 0 0 0 0 0 0 0 0

(3,0) 1 0 0 0 0 0 0 0 0 0

Table 3.5: Transition probabilities for action 2

(0,0) (0,1) (0,2) (0,3) (1,0) (1,1) (1,2) (2,0) (2,1) (3,0)

(0,0) 0 0 0 0 0 0 0 0 0 0

(0,1) 1 0 0 0 0 0 0 0 0 0

(0,2) 1 0 0 0 0 0 0 0 0 0

(0,3) 1 0 0 0 0 0 0 0 0 0

(1,0) 0 0 0 0 0 0 0 0 0 0

(1,1) 0 0 0 0 1 0 0 0 0 0

(1,2) 0 0 0 0 1 0 0 0 0 0

(2,0) 0 0 0 0 0 0 0 0 0 0

(2,1) 0 0 0 0 0 0 0 1 0 0

(3,0) 0 0 0 0 0 0 0 0 0 0

Table 3.6: Transition probabilities for action 3

(0,0) (0,1) (0,2) (0,3) (1,0) (1,1) (1,2) (2,0) (2,1) (3,0)

(0,0) 0 0 0 0 0 0 0 0 0 0

(0,1) 0 0 0 0 0 0 0 0 0 0

(0,2) 0 0 0 0 0 0 0 0 0 0

(0,3) 0 0 0 0 0 0 0 0 0 0

(1,0) 0 0 0 0 0 0 0 0 0 0

(1,1) 1 0 0 0 0 0 0 0 0 0

(1,2) 1 0 0 0 0 0 0 0 0 0

(2,0) 0 0 0 0 0 0 0 0 0 0

(2,1) 1 0 0 0 0 0 0 0 0 0

(3,0) 0 0 0 0 0 0 0 0 0 0
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Figure 3.4: Q-table

time steps. In other words, the agent will take 500 different states and actions per decision epoch.

Each value in this table represents the value of the Q-table per each decision epoch. For example,

if the system is in state = 4 and the agent takes action 1, the q-value would be -39973200. Also,

zeros mean the agent never took that action for that specific state. For example, based on the

assumptions that we had, the agent will never take action 1 for the states that do not have any failed

units. As mentioned before, the optimal policy can be extracted from the Q-table. For each state,

the maximum value of the Q-table would be the optimal action. The optimal policy for this problem

is shown in Table 3.7.

Table 3.7: Optimal policy

State Optimal action

0 0

1 2

2 2

3 2

4 1

5 2

6 2

7 2

8 2

9 1

The reward and cost functions are shown in Figure3.5 and 3.6, respectively. As shown, the
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Figure 3.5: Reward Function

reward and cost functions converge at epoch 400.

Figure3.6 shows the cost convergence of the proposed problem through different epochs. Each

point in the figure shows the cumulative maintenance cost in each epoch. As shown, it can be

seen that after 400 epochs, the cost converges. Therefore, the maintenance’s cumulative cost equals

39963148 (approximately).

In addition, we can see the frequency of actions in every decision epoch in Figure3.7. For

instance, during the 600th decision epoch, the agent opted against selecting action 3. Instead, it

equally picked actions 1 and 2 (150 times each) and chose action 0 on 220 occasions.

As we can observe in Figure3.7, at the beginning when the system state is healthy, the most

frequent action taken by the agent is action 0, i.e., do nothing which is a reasonable behaviour.

When the system starts to deteriorate over time, the frequency of other actions is increased, which

is expected. Mainly, when the cost converges, on average agent takes 240 times action 0, 120 times

action 1, 140 times action 2 and almost 0 times action 3.

It is worth mentioning that there are 500 time steps in each epoch, meaning the summation of

different actions that the agent takes should equal 500. The processor of the computer that we used

to run the RL code is Intel(R) Core (TM) i7-8700 CPU @ 3.20GHz and 16GB RAM. Also, our

computational time for this problem is less than 5 minutes.
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Figure 3.6: Cost Function

Figure 3.7: Number of different actions per decision epoch
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3.2.1 Comparison of Proposed Model with Statistical Model

To evaluate the effectiveness of our proposed model, the comparison is made with a paper devel-

oped by (Azizi & Salari, 2023), in which a novel statistical method is designed to find the optimal

maintenance policy for a multi-component system. The authors applied a heuristic algorithm to see

the optimal policy and total maintenance cost. Based on the results, the best policy is to perform

maintenance actions when one failed unit exists. In other words, it is optimal to stop the system and

do the corrective maintenance when we have one failed unit, regardless of the number of unhealthy

units.

It is important to note that we utilized identical input parameters for a comparative analysis

between our proposed model and the one presented in (Azizi & Salari, 2023), followed by the exe-

cution of statistical code. The outcomes of this comparison are meticulously documented in Table

3.8. The results unequivocally indicate that our proposed method achieves a lower optimal average

cost when contrasted with the cost reported in (Azizi & Salari, 2023). Furthermore, concerning

computational efficiency, both algorithms exhibit similar processing speeds.

Table 3.8: Comparisons with different Algorithms

Algorithm Total Cost

Proposed Algorithm 39963148

(Azizi & Salari, 2023) 39981000

Run-to-Failure 39992000

In addition, we compared our model with the run-to-failure model, i.e., only reactive mainte-

nance will be performed on the system when all components fail. As the result shows, the proposed

model leads to more cost savings.

3.2.2 Sensitivity Analysis

In this section, we perform the sensitivity analysis. We investigate the effect of input parameters

on results. In particular, we present the sensitivity analysis on the main three cost parameters,

namely, CF , CP , and CK . In this regard, the actual values of these parameters described in Table

3.2 are multiplied by a coefficient, δ ranging from 0.5 to 3. The results are shown in the following

41



Figure 3.8: Total maintenance cost with different input parameters

graph.

The y-axis shows the total maintenance cost, and the x-axis shows the value of the coefficient.

For example, if we increase all the costs above by doubling them, i.e., δ = 2, the total maintenance

cost will increase to 39969447. On the other hand, if we decrease the input costs, the total mainte-

nance cost will decrease accordingly, which is a rational behaviour. This completes our numerical

experiment part.

3.3 Conclusion and Future Perspective

In summary, our contribution in this chapter has centred on developing an RL-based framework

meticulously designed to optimize maintenance decision-making, primarily driven by the overarch-

ing objective of cost minimization. We have situated our study within a complex parallel multi-unit

system, where individual components operate independently and are susceptible to random failures.

These components navigate through three distinct states: healthy, unhealthy, and failed, forming the

intricate landscape for our maintenance strategy. To realize our objective, we harnessed the power

of a Q-learning algorithm to discern the optimal maintenance policy that minimizes costs while

ensuring system reliability.

In our quest to demonstrate the practicality and effectiveness of our proposed model, we have

gone beyond theory. A comprehensive numerical example, enriched with sensitivity analysis, has

been meticulously crafted to shed light on the model’s real-world applicability. Through these
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empirical exercises, we have uncovered noteworthy insights, underlining the substantial reductions

in total maintenance costs achievable through our innovative approach.

Yet, our journey does not end here. Our sights are set on even greater horizons as we peer into the

future. Specifically, we envision extending our model’s applicability to systems comprising more

than the current three components. While we believe that our proposed model exhibits effectiveness

within a certain threshold of components, the emergence of vast state-spaces due to an increasing

number of components may pose convergence challenges in a timely fashion.

Therefore, as a compelling avenue for future exploration, we aspire to delve into developing DL-

based solutions tailored to tackle large-scale maintenance management quandaries. In particular, our

focus will be directed toward creating DQN models, where we anticipate harnessing the prowess

of neural networks to navigate the complexities of managing maintenance in expansive industrial

systems. This exciting direction holds the promise of further advancing the field of maintenance

optimization and expanding its applicability to ever-growing, intricate systems in diverse industrial

domains.
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Chapter 4

Deep Reinforcement Learning for

Dynamic Maintenance Policies of

Large-Scale Identical Parallel

Manufacturing Systems

In this chapter, we delve into a maintenance decision-making framework tailored for multi-

unit systems, leveraging the capabilities of machine learning. Specifically, we employ deep rein-

forcement learning to model the dynamic maintenance needs of a multi-unit parallel system in the

presence of stochastic degradation and random failures. Each unit within the system independently

follows a three-state homogeneous Markov process, categorizing its condition as healthy, unhealthy,

or failed. By amalgamating individual unit states, we construct an overarching system state and ex-

plore the interactions among these states using the bivariate Birth/Birth-Death process. The central

aim of our framework is to minimize maintenance costs while ensuring sustained system reliabil-

ity. To address the intricacies of this challenge, we adopt the MDP framework for formulating and

solving the optimal maintenance policy. Moreover, we employ the DDQN algorithm, a cutting-edge

deep reinforcement learning technique, to enhance the practicality and efficiency of our solution, of-

fering advantages in terms of both time and cost savings. To illustrate the framework’s applicability,
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we provide a numerical example showcasing its effectiveness in determining optimal maintenance

policies for the examined multi-unit system.

4.1 Problem Statement

Consider a production system consisting of M identical, parallel units. Deterioration of each

unit occurs independently according to a three-state homogeneous Markov process such that each

unit has three states: healthy, unhealthy, and failure, denoted as states 0, 1, and 2, respectively.

Healthy and unhealthy states are operational, and failure states are not operational. At the start of the

planning horizon, all units are in a healthy state and gradually deteriorate. The system deterioration

state is defined using two interacting populations. More specifically, the state of the system is

defined as (N2, N1) where N2 is the number of units in the failure state, and N1 is the number of

units in the unhealthy state and 0 ≤ N1+N2 ≤M . It means that the number of units in the healthy

state is N0 = M − N2 − N1. According to this definition for system state, the total number of

system states is:
(M+1)(M+2)

2 .

The Birth/Birth-Death stochastic process describes the interaction among the system states.

Generally speaking, we can describe a bi-variate birth/birth-death Markov process as the governing

dynamics of a system consisting of two types of particles, in which one out of three possible events

can occur in infinitesimal time: (1) a new type 1 particle enters the system; (2) a new type 2 particle

enters the system; or (3) a type 1 particle becomes a type 2 particle. In this system, N1 and N2 track

the number of type 1 and type 2 particles, respectively. Compared to a birth/birth-death process,

a birth-death process tracks only the size of a univariate population, which is unsuitable for mod-

elling the state of the system under study. For more details about the Birth/Birth-Death process, see

(Salmani et al., 2023).

Suppose that the production rate of a unit in the healthy and unhealthy states are p0 and p1,

respectively, such that p0 > p1. A constant demand rate, D, per unit time, should be satisfied.

The cost rate of lost production for unsatisfied demand, CD, occurs while demand exceeds the

production level. On the other hand, the excess production can be sold at a lower price as CE . In

addition to the cost parameters described so far, the following costs also occurred. The operational
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cost of a unit in states 0 and 1 are C0 and C1 (C1 ≥ C0). An economic dependency exists among

the units: maintenance action needs to send crew members and incurs a high fixed set-up cost

as CK . Hence, simultaneous maintenance of several units is more cost-effective than conducting

maintenance for one unit. For a unit that is in the failure state, corrective maintenance (CM) should

be conducted to bring the unit back to the healthy state, while preventive maintenance (PM) is

conducted for an unhealthy unit. It is assumed that the cost of CM (CCM ) is larger than the PM cost

CPM : (CCM > CPM ). CM and PM are perfect, returning the unit to the as-good-as-new state. We

assume there is no delay between the scheduled maintenance time and the actual implementation of

maintenance actions.

We provide a policy for the system, which directly maps the system state upon each decision

epoch to the maintenance decision space. The decision epochs are scheduled periodically at pre-

specified time points as t, 2t, 3t, ... to reveal the deterioration of the system.

At each decision epoch, four actions are available for maintenance:

• Action 0 means do nothing

• Action 1 means conducting corrective maintenance (CM) on the failed units

• Action 2 means conducting preventive maintenance (PM) on the unhealthy units

• Action 3 means conducting PM on the unhealthy units and CM on the failure units.

More details about these actions are provided in the following sections, where the deep reinforce-

ment algorithm is provided.

The paper aims to propose a CBM policy so that given the state of the system at each decision

epoch as jth, i.e., (N2,j , N1,j), the policy prescribes an action to minimize the expected cost during

the planning time of maintenance contract. In the next section, we propose a customized DRL

approach to obtain the optimal policy efficiently.

4.1.1 Markov Decision Process

Different operational research (OR) methods/techniques have been proposed to tackle sequential

decision-making problems in deterministic and stochastic situations, including Markov Decision
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Process, Dynamic programming, Stochastic optimization, decision trees, etc. MDP is employed

to analyze the decision-making process in a stochastic environment while Markov property holds.

Markov Decision Process plays a vital role in RL as almost all algorithms of RL and DRL have been

developed based on MDP. Thus, this section reviews the main components and concepts of MDP.

Roughly speaking, an MDP can be represented by the following tuple (S,A, P,R, λ). In the

following, these elements are described:

• S: is the finite set of states.

• A: is the finite set of actions

• P: is a transition probabilities matrix. More precisely, given that the system/environment is

in state s, and the agent takes action a, with probability P a
ss′ , the system transits to state s′.

Indeed, it is a conditional probability which can be denoted as follows: P (St+1 = s′|St =

s,At = a). For more details about the transition probabilities, see (Azizi & Salari, 2023).

• R: is immediate reward. It can be described as follows: given that the system is in the state s,

and the agent takes actiona, the immediate reward is Ra
S = E(Rt+1|St = s,At = a).

• λ: is discount factor. It is a number between zero and one, λ ∈ [0, 1], whose concept returns to

the engineering economy principle. More precisely, it corresponds to the concept of interest

rate. It means that the present value of a given money value as F under the interest rate i% is

F (1 + i)−1. From the mathematical point of view, it is commonly employed in the MDPs to

avoid the infinity of the solutions.

Agent and environment are two main components of RL. Given that the environment is in state

s ∈ S , the agent takes action a from set A(a ∈ A), observes immediate reward Ra
s and with

probability P a
ss′ , the environment transits to state s′. This process continues until the agent reaches

the terminal state.

The ultimate goal of an MDP is determining the optimal policy to maximize(minimize) the

expected returns (costs) while the stages can be finite or infinite. Hence, policy is a fundamental

concept in MDP, RL, and DRL. Given a specific state of MDP, a policy prescribes which action

should be selected among the eligible actions of that state. A policy fully describes the behaviour
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of the agent in MDP. Given that the system is in the state s, under the policy π, the probability of

taking action a is P (At = a|St = s). Hence, a policy is a map from the states of the system to the

action set: π : S → A.

The other two important concepts in MDP are the state-value and action-value functions. Under

policy π, the state-value function of state s is denoted as Vπ(s). It computes the expected return

given that the system is in state s and the agent follows policy π. The action-value function is

the expected return given that the system is in state s, action a is taken, and hereafter, policy π is

employed. It is denoted by Qπ(s, a). According to the Bellman optimality equation, the state-value

and action-value functions can be decomposed into immediate reward plus the discounted value of

successor states. Under policy π, and given the system is in state s and the agent takes action a, the

Bellman equation can be presented as follows:

qπ(s, a) = Ra
s + λ

∑

s′∈s

P a
ss′Vπ(s

′) (18)

According to the theorem of MDP in (Azizi & Salari, 2023), for any MDP, an optimal deterministic

policy exists that is better than or equal to all other policies. The optimal policy specifies the optimal

action-value function.

There are no closed-form solutions for the Bellman optimality equation. However, many itera-

tive methods and algorithms are presented in this regard: value iteration, policy iteration, Q-learning

and SARSA.

4.1.2 Reinforcement learning and Q-learning

As stated before, the base of RL is MDP. Q-learning is a well-known algorithm of RL which can

effectively solve the small and medium-sized MDPs. It uses the action-value function to determine

the optimal policy. More specifically, the Q-values for action-state pairs are initialized at zero as

a matrix/table. According to the exploration/exploitation process, the agent takes action, and the

Q-values are updated according to the following Equation 19:

Q(s, a)← Q(s, a) + θ[r + λ ∗MaxaQ(s′, a)−Q(s, a)] (19)
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In this equation, 0 ≤ θ ≤ 1 is a learning rate and 0 ≤ λ ≤ 1 is the discount factor. Exploration

means that the agent randomly takes an action from the available action of the current state. In

contrast, exploitation means that the agent uses a Q-table to select the best action. The trade-off

between exploration and exploitation uses a parameter as ϵ.

Table 4.1 provides the Q-learning algorithm. For more detail about the procedure of Q-learning,

the reader is referred to (Yousefi et al., 2022).

Table 4.1: The algorithm of Q-learning

Q-learning algorithm

Initialize Q(s, a) arbitrarily

Repeat (for each episode):

Initialize s
Repeat (for each step of the episode):

Choose a from s using policy derived from Q (e.g., ϵ greedy)

Take action a, observe r, s′

Q(s, a)← Q(s, a) + θ[r + λ ∗MaxaQ(s′, a) +Q(s, a)]

4.1.3 Deep Reinforcement Learning

For large-scale problems, as the size of MDP increases, i.e., the cardinality of A and S sets, the

efficacy of Q-learning significantly decreases to find the optimal policy in a reasonable time. Apart

from that, the inefficiency of Q-learning is more obvious for problems with continuous state/action

spaces. To overcome the lack of scalability of Q-learning to handle large-scale problems or con-

tinuous space problems, the action-value function can be parameterized to approximate/estimate

the true value of the action-value function. Given the parameter θ, the action-value function under

policy π is approximated as follows:

Q(s, a, θ) ≈ Qπ(s, a) (20)

Hence, Q(s, a, θ) is approximated action-value function parameterised with trainable parameter

θ. Different function approximators exist, linear combinations of features, neural networks, and

decision trees, among others. DQN is a prevalent method to train parameter θ and consequently
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finds a suitable approximation for the true action-value function. As its name indicates, it employs

deep neural networks to find optimal values for θ.

A deep network is a neural network with multiple hidden layers; each layer has various neurons.

The current state of the environment is specified at the input layer of the neural network so that each

element of the current state vector of the environment is fed into a neuron of the input layer. The

approximate action-value function is computed at the output layer for each available action. Hence,

the number of neurons at the output layer is usually set to the number of actions. Some researchers

state that standard DQN algorithms suffer from overestimating the action-value function. Hence,

to address the problems of standard DQNs, double DQN (DDQN) is proposed. In standard DQN,

one deep neural network is employed, while in DDQN, two networks are used: an original training

network or online network and a target network. The hyperparameters of the two networks are

exactly similar, meaning the number of hidden layers and neurons in each layer are identical.

Parameters of online network and target network are denoted as θ and θ′, respectively. The

target network is used for policy evaluation, while the online network selects actions given the

current state. While the parameter of the online network is updated in each training step, θ′ of the

target network is frozen, and only after a specified number of iterations as z, the parameter of the

online network is copied into the target network. The goal of this point is to stabilize the learning

process. It is used batch training to train the neural network. Previous transition steps are recorded

in a reply memory. A minibatch of transitions from the reply memory is randomly selected to train

the online network.

Training of the online network means that an optimization algorithm is conducted to minimize

the squared loss, i.e., [Qtarget−Q(s, a, θ)]2, concerning parameter θ. In each training step, accord-

ing to the gradient descent method, the parameter is updated using the following equation:

θ ← θ + α[Q(s, a; θ)−Qtarget]∇θQ(s, a; θ) (21)

While α is the learning rate.
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4.2 Deep Reinforcement Learning for Maintenance Planning of the

current system

In the following, we propose an RL approach for the CBM policy optimization of the system

described in the previous section. We show that the system deterioration and maintenance process

can be formulated as an MDP. In the context of our CBM, the observation of S upon the jth deci-

sion epoch is denoted as sj = (n2,j , n1,j), and aj ∈ {0, 1, 2, 3} represents the decisions/actions.

The state transition probability P determines the distribution of system state sj+1 given the state

observation sj at the jth decision epoch and the chosen action aj . When the next state is observed,

the immediate reward R
aj
sj is also determined. The immediate reward is defined as the negative of

the loss described in the following according to our CBM.

According to the costs mentioned above, the reward function in the proposed model is a function

of the cost components given by:

Reward = R1 +R2 (22)

where:

R1 = (CK+CCM×N2)×B1−(CK+CPM×N1)B2−(CK+CCM×N2+CPM×N1)B3 (23)

in which B1, B2, and B3 are indicator variables,and

R2 = −(M −N ′

1 −N ′

2) ∗ C0 −N ′

1 ∗ C1 − CD ∗max(0, D − ((M −N ′

1 −N ′

2) ∗ p0 +N ′

1 ∗ p1))

+CE ∗max(0, ((M −N ′

1 −N ′

2) ∗ p0 +N ′

1 ∗ p1)−D),

(24)

where n′

1 and n′

2 are equal to the value of n1 and n2 after performing the corresponding action.

That’s mean n′

1 = n1 and n′

2 = n2 if a = 0; n′

1 = n1 and n′

2 = 0 if a = 1; n′

1 = 0 and

n′

2 = n2 if a = 2; and n′

1 = 0 and n′

2 = 0 if a = 3. In other words, the first part in Equation 22

calculates the cost of maintenance actions using three dummy variables. The second part calculates

the operational costs of the system, the expected costs of unsatisfied demand, and the profit obtained
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from the production exceeding the demand level. Notably, the second and third terms of R2 cannot

be non-zero simultaneously, i.e., the multiply of these two terms is always zero.

4.3 Numerical Study

In a system of 30 units, an agent initiates operations from a starting state of (0, 0). The system’s

state changes dynamically with each agent’s action, governed by a complex stochastic model known

as the Birth/Birth-Death process. This model encapsulates various transitional states, simulating

units’ addition, degradation, or repair. Significantly, the agent’s decisions are influenced by a set of

cost parameters outlined in Table 4.2, which incorporate variables such as the financial burden of

maintenance activities and system downtimes.

The Birth/Birth-Death process serves as a mathematical foundation and adds layers of complex-

ity to the agent’s decision-making. Given the scale of 30 units, each action can result in a chain of

consequences affecting the system’s overall health. Therefore, the agent is tasked with navigating

this intricate landscape, making choices that are not just immediate fixes but also aligned with long-

term objectives like cost-efficiency and system reliability. This multi-unit, multi-state environment

presents a challenging yet rich scenario for adaptive, strategic decision-making.

Table 4.2: Input Parameters Of The Example

Parameter Value

D 9000

p0 450

p1 250

C0 5

C1 10

CD 0.8

CE 0.04

CK 500

CCM 40

CPM 1

M 30

Other input parameters are also associated with the DL model, which is given in Table 4.3.

Moreover, in the DDQN-based DRL, a neural network with two fully connected hidden layers
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Table 4.3: Hyper Parameters Of The DDQN

Parameter Value

α 0.01

γ 0.5

ϵ 0.9

Number of iterations 50000

Batch size 64

Number of layers 3

(128 neurons in each layer) is chosen. Since the dimension of the states is two, the size of the input

layer is 2, and since the number of actions is four, the size of the output layer is 4. The experience

memory and minibatch size are 100,000 and 64, respectively. Also, the neural network duplication

happens after every episode, which means that after every episode, the target network will be copied

from the online network. At the beginning of a training simulation, ϵ starts at 0.9, and near the end,

it becomes a minimal value. The future reward discount factor is set to be γ = 0.5.

As previously stated, our model’s primary objective is to minimize long-term costs. We executed

the model on a ºpc model,º which took approximately two and a half days to complete. Figure 4.1

indicates the outcomes of the run based on the input parameters specified in Table 4.2 and Table 4.3.

Figure 4.1: Convergence of the DDQN Algorithm.
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Figure 4.1 illustrates the outcome of our proposed model. We executed the model for a total

of 50,000 iterations to observe its convergence. As depicted in the figure, it is evident that as the

iterations progress, the agent consistently improves its decision-making capabilities, resulting in

higher rewards.

Figure 4.2: Varied Action Selections Based on Different Values of N1 and N2.

In Figure 4.2, distinct colours represent different actions, which are explained on the right side

of the figure. The graph illustrates that when the number of failed and unhealthy units is low, it

is preferable to take no action (action = 0). As the number of failed units increases while still

having a small number of unhealthy units, the optimal action is to perform corrective maintenance

(action = 1). Similarly, when the number of unhealthy units rises while the number of failed units

remains low, the optimal approach is implementing preventive maintenance (action = 2). Lastly, the

yellow area indicates that when there is a high number of failed and unhealthy units, the optimal

strategy involves conducting corrective maintenance on failed units and preventive maintenance on

unhealthy units simultaneously (action = 3).

Figure 4.3 enhances our understanding of the agent’s decision-making process, enabling us to

discern how it selects different actions based on varying states.

This graph displays the reward function values for various actions in different scenarios. As de-

picted in the image, the vertical axis represents the reward function value, while the horizontal axis
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Figure 4.3: reward function’s value as influenced by varying values of N1 and N2.

represents the number of unhealthy units. Each quadrant corresponds to a different numbers of

failed units. Like Figure 4.1, the first quadrant of Figure 4.2 demonstrates that when the number of

failures is low, action zero yields a higher reward. As the number of unhealthy units increases, the

optimal action shifts towards preventive maintenance (action = 2). It is worth mentioning that the

figure’s size diminishes as we progress along the graph. This occurs because the total number of

units remains constant, and an increase in the number of failures (N2) will result in a reduction of

the feasible area for the horizontal axis (N1).

Figure 4.4 serves as a complementary graph to Figure 4.3, illustrating the optimal course of

action for various scenarios involving different numbers of failed and unhealthy units.

Figure 4.4 visually presents the optimal action, determined by the value of the reward function,

for each state. In Figure 4.3, it is observed that when the number of failed units is zero, and the

total number of unhealthy units exceeds 15, both action zero and action two display similar values

in terms of reward. However, Figure 4.4 reveals that, in this case, the optimal action is action 3.
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Figure 4.4: Optimal Action Corresponding to Different Values of N1 and N2.

4.4 Sensitivity Analysis

To accomplish our research objectives, we employed a comprehensive sensitivity analysis method-

ology. We carefully selected an appropriate approach that would provide meaningful insights into

the parameter sensitivities while considering the nature of our model and the available resources.

The methodology involved systematically varying the input parameters and observing the corre-

sponding changes in the model’s output. By following this approach, we could assess the model’s

sensitivity in a controlled and structured manner.

We have a range of input parameters encompassing cost components and DDQN network pa-

rameters. Observing the nature of our reward function, it becomes evident that the parameters CCM

(cost of corrective maintenance) and CPM (cost of preventive maintenance) exert a significant influ-

ence on the reward value. Therefore, to assess the robustness of our model in the face of parameter

variations, we conducted a sensitivity analysis specifically targeting these parameters in two phases.

The goal was to determine whether our model remains resilient and reliable when these parameters

are altered. Table 3.4 shows the different values of these parameters that we analyzed:
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Table 4.4: Hyper Parameters Of The DDQN

Phase 1: Fixed CCM Scenario 1 CPM = 5

Scenario 2 CPM = 10

Scenario 3 CPM = 20

Phase 2: Fixed CPM Scenario 1 CCM = 30

Scenario 2 CCM = 10

Across both phases and all the scenarios, we observed convergence in the reward figure, indi-

cating the stable performance of our model. Therefore, we will shift our focus away from analyzing

the reward figure and instead delve into examining the agent’s decision-making process in various

states. This will provide valuable insights into how the agent’s actions and choices adapt to different

system conditions.

In the initial phase, we held the cost of corrective maintenance (CCM ) constant and assessed

the robustness of our model by varying the value of the cost of preventive maintenance (CPM ).

Specifically, with CCM (cost of corrective maintenance) fixes at 40, we examined different values

of CPM . The corresponding values are presented in Table 3.4.

In the first scenario of the first phase, the cost of preventive maintenance was raised to 5. As

indicated in the lower right section of Figure 4.5, when the cost of preventive maintenance (CPM )

is higher, the agent decides to do nothing instead of performing preventive maintenance to minimize

the overall cost. Moreover, as illustrated in the upper left portion of Figure 4.5, the agent prioritizes

corrective maintenance (action = 1) over a combination of preventive and corrective maintenance

(action = 3). This behaviour is influenced by the increase in the cost of preventive maintenance

(CPM ).

In the context of the second scenario, we undertook a deliberate modification by elevating the

cost attributed to preventive maintenance. Our rationale behind this adjustment was to examine

how this change would influence the agent’s decision-making dynamics, with a specific focus on

the frequency of selecting action two. It was our expectation that, given the increased cost associ-

ated with preventive maintenance, the agent would exhibit a decreased propensity to opt for action

two in comparison to the outcomes observed in the first scenario. Figure 4.6 serves as a graphical
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Figure 4.5: Varied Action Selections Based on Different Values of N1 and N2.

representation of the results stemming from this scenario, elucidating the agent’s response to this al-

teration in cost dynamics. This visual representation provides a comprehensive insight into how the

agent navigates its decision space and strategically adapts its choices in reaction to the heightened

preventive maintenance costs, shedding light on its ability to optimize its decision-making process

in varying environmental conditions.

Figure 4.6: Varied Action Selections Based on Different Values of N1 and N2.

In Figure 4.6, we present a graphical representation of the agent’s decision-making pattern,

shedding light on a notable trend that aligns with our initial expectations. This visual depiction

offers valuable insights into how the agent navigates its decision space in response to varying costs

associated with different actions. The observed behaviour in the figure showcases a clear and dis-

cernible pattern. As the cost linked to taking action two steadily rises, the agent exhibits a growing
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inclination towards selecting action zero and action three. This tendency indicates a deliberate

strategic shift on the part of the agent, as it recognizes that the increased cost of action two makes it

a less attractive choice within the given decision context. This phenomenon underscores the agent’s

capacity to adapt and optimize its decision-making process in response to changing environmental

conditions or cost structures, showcasing its ability to balance trade-offs effectively and efficiently,

ultimately aiming to maximize its expected utility or achieve its predefined goals.

Lastly, Figure 4.7 illustrates the third scenario of the initial phase in the sensitivity analysis. The

analysis reveals that the agent favours executing maintenance activities on the system to preempt

any additional expenses arising from frequently choosing action 0. By proactively engaging in pre-

ventive maintenance, the agent aims to mitigate the long-term costs associated with system failures

or downtimes, which could potentially escalate if action 0 is repeatedly selected. This strategy sug-

gests a calculated approach by the agent to optimize the system’s performance while also keeping

an eye on cost efficiency.

Figure 4.7: Varied Action Selections Based on Different Values of N1 and N2.

In the second phase, we held the cost of preventive maintenance (CPM ) constant and assessed

the robustness of our model by varying the value of the cost of corrective maintenance (CCM ).

We fixed the cost of preventive maintenance to 1 and changed the value of the cost of corrective

maintenance as shown in Table 4.4. In the first scenario of the second phase, we expect that when
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the cost of corrective maintenance is reduced, there should be a tendency for the agent to perform

both corrective and preventive maintenance. This preference is illustrated in the top left portion of

Figure 4.8, where the agent favours the simultaneous execution of both maintenance actions (action

= 3) instead of choosing action 1.

Figure 4.8: Varied Action Selections Based on Different Values of N1 and N2.

In the second scenario of the second phase, the cost of corrective maintenance was set to 10.

Interestingly, the agent exhibited an even stronger preference for action 3 in this scenario (Figure

4.9).

By comparing the bottom right portion of Figure 4.8 with the original results presented in Figure

4.2, it can be inferred that when the costs of both preventive and corrective maintenance are rel-

atively small and similar, the agent tends to either choose not to take any action or perform both

actions simultaneously (action = 3). This decision pattern can be attributed to the higher crew

cost (CK) in comparison to the costs of corrective maintenance (CCM ) and preventive maintenance

(CPM ). This observation is demonstrated in Figure 4.9. At the beginning of each episode, when

all components are in a healthy state, the agent tends to refrain from taking any action. However,

as the system degrades over time, the cost associated with action 3 (represented by the red points)

becomes significantly lower than the costs of other actions. This can be attributed to the relatively

high crew cost, which incentivizes the agent to select action three more frequently.
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Figure 4.9: Varied Action Selections Based on Different Values of N1 and N2.

4.4.1 Conclusion

In conclusion, we proposed a deep RL-based framework for maintenance decision-making with

the goal of cost minimization. We considered a large parallel multi-unit system. Units are subject

to random failures and are independent of each other. Each unit could be in three different states,

namely, healthy, unhealthy, and failed. Since the number of units is enormous, leading to a large

state-space, we used a DDQN algorithm to obtain the optimal maintenance policy for the system.

In the end, we provided a numerical example to evaluate the effectiveness of the proposed model

compared to the traditional methods.
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Figure 4.10: reward function’s value as influenced by varying values of N1 and N2.
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Chapter 5

Summary and Future Research

Direction

In the course of this thesis, we have delved into the intricacies and complexities of maintenance

scheduling, underscoring the benefits of utilizing optimization algorithms. As we near the conclu-

sion of our investigation, it is crucial to synthesize our discoveries, acknowledge our contributions,

and ponder the future prospects of this domain. This closing chapter aims to furnish a thorough re-

capitulation of the essential findings and propose potential avenues for future research in the realm

of maintenance scheduling.

5.1 Summary of Thesis Contributions

Throughout this research on maintenance scheduling, this thesis has made specific and valuable

contributions to the field. This section will provide a clear breakdown of what this thesis has added

to the existing knowledge on the topic.

(i)Dynamic Maintenance for a Large Scale Identical Parallel Manufacturing Systems Us-

ing Reinforcement Learning : This study proposed an RL-based algorithm for managing large-

scale identical parallel manufacturing systems. Unlike other research in this field that primarily

focuses on a system’s degradation level, our approach considers the number of failed or unhealthy
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units. This shift in perspective transforms the problem into a more nuanced and dynamic main-

tenance challenge, requiring a unique analytical lens and solution strategy. We evaluated the al-

gorithm’s efficacy on a three-unit parallel system and observed its effectiveness in managing three

components. To address this issue, we employed Q-learning, which has demonstrated superiority

over other methods, such as value iteration. We incorporated several terms into our reward function

during the decision-making process to optimize the agent’s performance.

We formulated our problem based on a set of simplifying assumptions. Simplifying assumptions

are essential premises employed to simplify complicated issues, making them more manageable for

analysis or solution. For instance, one such premise is that the count of healthy and unhealthy units

remains constant during maintenance procedures. After testing our model on a three-component

system, we acknowledged its limitations. Therefore, in the subsequent chapter, we relaxed some

simplifying assumptions to enhance our model’s capacity to handle more intricate systems and

yield superior outcomes.

(ii) Deep Reinforcement Learning for Dynamic Maintenance Policies of Large-Scale Par-

allel Manufacturing Systems: In this study, attention is drawn to developing a robust maintenance

decision-making framework designed for multi-unit systems, harnessing ML techniques. DRL is

employed, exploring the intricacies of a maintenance model tailored for systems comprising multi-

ple parallel units. These units are exposed to stochastic degradation and unforeseen failures given

their operational conditions. This research establishes that individual deterioration is experienced

independently by each unit, and this deterioration is represented using a three-state homogeneous

Markov process. As a result, at any given instance, a unit is categorized as being in a healthy,

unhealthy, or completely failed state. The cumulative state of the entire system is deduced when

states of individual units are integrated. The interaction among these system states is meticulously

represented using the bivariate Birth/Birth-Death process. In pursuit of cost efficiency, the Markov

decision process framework is relied upon to pinpoint the most advantageous maintenance policy.

The DDQN algorithm is incorporated, making the RL solution proposed appear more pragmatic and

efficient, especially when benchmarked against traditional MDP methods in terms of both time and

cost. To showcase the practical implications and robustness of this approach, a numerical example

is provided, wherein the potential of RL in identifying the optimal maintenance strategy for the
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system in focus is highlighted.

This research modified several original assumptions to capture the system’s complexity better.

For instance, the number of operational and non-operational units can change during maintenance.

If more units become non-operational during maintenance, the current repair action will also address

those units.

Compared to the earlier study, there is a significant change in how rewards are determined.

Previously, a singular reward structure was employed. Now, this has been divided into two distinct

sections. This division was necessary because the subsequent state did not exclusively determine the

action taken. The initial section of the reward is calculated based on the number of units that were

non-operational at the start. The latter section is influenced by the outcomes of the chosen action,

represented by variables n1 and n2. This two-part reward system offers a more accurate evaluation

and enhances the agent’s performance.

One of the standout features of our methodology is the intricate attention to detail we’ve afforded

when constructing our reward function. While the conventional approach in many existing studies

has been to zero in on the cost of production as a primary consideration, our approach offers a

broader perspective. We’ve meticulously included diverse factors that can influence the system’s

performance. This spans from the tangible costs of unmet demand to the financial gains from surplus

production. Additionally, we’ve considered the tangible expenses linked to deploying maintenance

crews and the costs associated with operating in two distinct modes. Beyond these, the model

also factors production rates, a critical variable in determining system efficiency. This multifaceted

approach to structuring our reward function ensures that our agent isn’t just making decisions based

on a narrow subset of parameters. Instead, it is equipped with a holistic understanding of the system,

enabling it to make strategic decisions aligned with optimizing the reward function.

One significant aspect of this research that warrants special attention is the extensive testing

on a system comprising 30 identical components functioning concurrently. This represents a no-

table advancement when viewed in the context of existing literature on the subject. In many prior

studies, systems of this size and complexity weren’t frequently examined, which often limited their

applicability to real-world, large-scale scenarios. This expansion in scale bolsters the relevance of

our findings to larger manufacturing setups and sets a benchmark for future research endeavours
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in this domain. The ability to handle and derive insights from such a vast system underscores the

robustness and adaptability of the methodologies adopted in this study.

5.2 Future Research

Potential avenues for future exploration in this field include:

• In the subsequent phases of research, there is a pressing need to scale up and refine the current

model to embrace systems of larger magnitudes. A promising direction would be to engineer

a more encompassing algorithm designed with the capability to seamlessly manage systems

embedded with ’M’ identical units that function side by side in a parallel fashion. Such

an expansion not only builds upon the foundational work of this study but also paves the

way for broader applications in diverse industrial settings. This evolution would significantly

propel the field forward, bridging the gap between theoretical models and complex real-world

systems.

• In future studies, it would be advantageous to actualize system designs via regular inspec-

tion intervals. Following each inspection period, a meticulous system assessment should be

executed. This approach would not only enhance the system’s reliability over time but also

provide insights into potential areas of improvement, ensuring that the system consistently

meets operational standards. Adopting a systematic and iterative evaluation process would

strengthen the bridge between theoretical design and practical performance, offering valuable

feedback for continual refinement.

• Looking ahead, there is potential to shift from a model that computes immediate rewards to

one that gauges the average compensation during subsequent inspections using integral cal-

culations. This would allow a more holistic view of system performance over a given period

rather than instantaneous snapshots. Incorporating this method can offer a continuous and

cumulative understanding of the system’s behaviour, which might be pivotal in refining the

maintenance strategies and ensuring sustained operational efficiency. This refined approach

would be valuable to future research endeavours, providing depth and accuracy to reward
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evaluations.

• In future research endeavours, it would be crucial to delve into the varying timeframes re-

quired for distinct maintenance actions. It is pivotal to recognize that each maintenance task,

contingent on its intricacy and specifications, might demand different durations. A cursory

diagnostic evaluation may be accomplished swiftly, but intricate repairs or component re-

placements could be time-intensive. These disparities can substantially influence the overall

effectiveness of a maintenance strategy, leading to potentially extended downtimes and affect-

ing system productivity. Integrating these time nuances into maintenance planning algorithms

will enhance their applicability and efficiency.
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