
Adaptive Differential Privacy for Decentralized Mobility
Data Sharing and Forecasting

Fatima Zahra Errounda

A Thesis

in

The Department

of

Electrical and Computer Engineering

Presented in Partial Fulfillment of the Requirements

for the Degree of

Doctor of Philosophy (Electrical and Computer Engineering) at

Concordia University
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Abstract

Adaptive Differential Privacy for Decentralized Mobility Data Sharing and Forecasting

Fatima Zahra Errounda, Ph.D.

Concordia University, 2023

Mobility data is the cornerstone of crucial applications, including traffic monitoring, crowd-

sourcing, and social networks. However, research shows that publishing accurate mobility data

aggregate may jeopardize the participants’ privacy. As a robust and rigorous technique, differential

privacy provides a quantifiable protection guarantee by injecting enough noise into the aggregates

to make them resilient to privacy attacks while allowing learning and analysis.

The application of differential privacy raises two challenges that stem from mobility data char-

acteristics. First, mobility data is usually spread across multiple organizations, whereas standard

differential privacy relies on a centralized trusted curator. Secondly, mobility data is typically se-

quential, while the guarantee provided by differential privacy degrades with consecutive aggregating

of the sensitive data. This thesis tackles these challenges for two application scenarios: decentral-

ized mobility aggregate sharing and forecasting.

We leverage a distributed variant of differential privacy to enable decentralized mobility ag-

gregate sharing where each organization obfuscates its dataset locally before sending it to the data

curator. We use a sliding window approach to allocate the privacy budget to tackle the consecu-

tive data access challenge. Moreover, we design an approximation strategy to calculate the closest

private statistics to the current timestamp. We formally prove the privacy guarantee of our algo-

rithms. Finally, we demonstrate that our solution enables decentralized statistical release with a

robust privacy guarantee on two datasets.

Before addressing the privacy aspect of distributed mobility forecasting, we design a mobility

vertical federated forecasting (MVFF) framework that allows the learning process to be jointly con-

ducted over vertically partitioned data belonging to multiple organizations. Since each organization
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only holds a location domain subset, none can tackle a forecasting model that covers the whole

location domain. Moreover, distributed mobility data compromises the spatio-temporal correlation

between locations hindering learning. Hence, reducing the forecasting accuracy. MVFF uses a local

learning model for each organization to extract the embedded spatio-temporal correlation between

its locations. A global model synchronizes with the local models to incorporate the correlation

between all the organizations’ locations. We investigate the performance of MVFF under four vari-

ations of local and global models. We compare the MVFF’s performance to two other federated

frameworks on real-life datasets: New York Bike and Yelp reviews, achieving better performances.

Finally, we design two adaptive differential privacy budget algorithms for each organization

participating in collaborative mobility forecasting. We define a new metric to assess the different

organizations’ participation levels in the learning task and adjust the privacy budget accordingly.

Then, we adapt each organization’s privacy protection level (privacy budget) to the accuracy dy-

namics of the learning task. Lastly, we empirically evaluate our adaptive differential privacy budget

algorithms using MVFF and two real-world datasets: a trajectory dataset collected in New York and

Beijing over multiple months and a Yelp business review dataset.
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Chapter 1

Introduction

Understanding phenomena related to human mobility is critical for everyday life, from traffic

monitoring (Ny, Touati, and Pappas (2014)) to urban planning (L. Liu, Biderman, and Ratti (2009))

and social networking (Sadeh et al. (2009)). With the emergence of positioning technologies, such

as GPS, Wi-Fi, and Bluetooth, service providers can capture increasingly more accurate estimates

of a user’s location, leading to a more in-depth understanding of human mobility. However, this

understanding comes with a privacy cost. Mobility data encapsulate the places users visit, live or

work at and the people they meet, all of which may lead to unwanted information disclosure.

This thesis studies the problem of privacy-preserving analysis of mobility data that focuses on

the following question: How can we explore mobility data while preserving the privacy of indi-

viduals? The privacy risks of publishing accurate individuals’ location traces are undeniable, as

shown in several studies (Thompson and Warzel (2022), Wernke, Skvortsov, Dürr, and Rothermel

(2014)). One tempting assumption is that the privacy risks dissipate with data aggregation because

the adversaries cannot distinguish each individual’s records. However, an adversary may recover a

single user’s trajectory solely based on the number of users present at several locations at each time

slot, as demonstrated in the privacy attack by F. Xu et al. (2017). This privacy breach is possible by

exploiting the uniqueness and regularity of human mobility data statistics without prior knowledge.

Moreover, sharing knowledge modelled based on private aggregate mobility data with sophisti-

cated techniques, including deep learning, may seem innocuous. However, several privacy attacks

show that an adversary can even reconstruct the sensitive data of any participant in the training data
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based on the learned knowledge model (C. Chen, Lyu, Yu, and Chen (2022), Salem, Bhattacharyya,

Backes, Fritz, and Zhang (2020)).

An essential step in tackling the privacy protection of individuals is determining a suitable pri-

vacy technique. Differential privacy (Dwork, Naor, Pitassi, and Rothblum (2010)) is the standard

technique that enables acquiring useful aggregate information and knowledge about a group of peo-

ple while revealing nothing about any single individual. For example, consider a dataset with in-

formation about a group of people and an adversary who knows the private data of every individual

in the dataset except for one: Alice. The adversary is trying to learn about her private information

by observing the aggregate or knowledge model constructed from the database. He may also have

access to arbitrary side information about Alice. Differential privacy guarantees that regardless of

the side information, the adversary will infer ”almost” nothing new about Alice from the aggregate

or knowledge model. This potential inference is measured by ”epsilon,” a critical parameter that al-

lows the database curator to balance privacy loss and utility. We provide a more in-depth definition

of differential privacy in Chapter 2.

Although differential privacy provides a robust guarantee to develop private algorithms for sta-

tistical analysis, and machine learning, it presents limitations when we wish to apply it to mobility

data. Most work in differential privacy literature focuses on the centralized data curator setting,

whereas mobility data is typically spread across many devices or organizations. Moreover, the ”al-

most” nothing new that the adversary learns about an individual might become more significant

when we consider the repeated aggregation of the same dataset. Indeed, the composition of any two

differentially private algorithms remains private, with the privacy loss parameter, ”epsilon,” increas-

ing gradually. This differential privacy property raises a challenge in the mobility data setting where

time is an inherent characteristic. We review the state-of-the-art literature for differential privacy

applications to mobility data in Chapter 3.
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Figure 1.1: An application example of distributed location aggregate real-time monitoring and mo-
bility forecasting. The monitoring system uses the private statistics captured and sent by each or-
ganization to control systems such as crowd monitoring and traffic. The learning system predicts
human mobility based on the private location statistics captured by the organizations.

1.1 Problem Statement

Equipped with a better understanding of the challenges faced in applying differential privacy

to mobility data, we can now define the problem that this thesis tackles. Let us consider the sce-

nario illustrated in Figure 1.1. M organizations own mobility data that enables a wide range of

practical applications, including crowd disaster prevention (Anzengruber, Pianini, Nieminen, and

Ferscha (2013)), public transportation management (Rose (2006)), and even modelling epidemics’

geographical spread (Oliver et al. (2020)). This mobility data may be the number of individuals in

a given area with a time sampling rate. We denote Di = {xt}Tt=1 as the organization, Oi, local

dataset, where xt represents the t-th row, and each column, xt,Lj , corresponds to the number of

users present at a location Lj at timestamp t.

A central server, C, gathers this mobility data for real-time monitoring and learning. Each

organization, Oi, aims at protecting its dataset, Di, from privacy leaks. The trust boundary of Oi
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excludes the central server and the other organizations. They are honest participants in the sharing or

learning process who will not deviate from the defined protocol but will attempt to learn all possible

information about the target organization’s local dataset, Di, from legitimately received messages.

Hence, they are considered honest-but-curious adversaries (Paverd, Martin, and Brown (2014)).

With this threat model in mind, we can now identify the goals related to our scenarios:

• We must enable organizations to share mobility aggregate without compromising users’ pri-

vacy and relying on a trusted data curator.

• The server should be able to collaborate with the M organizations to train a mobility fore-

casting model despite the vertical mobility data distribution.

• The forecasting training process must ensure the privacy of each organization’s dataset.

This setting deviates from the standard differential privacy where the central server is trusted to

curate the private datasets. Consequently, each organization is responsible for curating its private

data before it leaves its trust boundary to be shared with the other organizations or the central server.

However, the privacy expectation from different organizations may vary widely (G. Wang, Dang,

and Zhou (2019)). Therefore, we need to answer the following research question: How to enable

differential privacy for heterogeneous organizations’ privacy needs?

Another challenge in applying differential privacy to this scenario stems from the sequential

aspect of mobility data. Compared to a ”one time” data release, this scenario requires protecting

a user’s privacy at each timestamp t instead of the entire course of the dataset. Moreover, each

access to the dataset for knowledge modelling must be done in compliance with a privacy guarantee

(quantified by the privacy loss parameter ε). Differential privacy provides a rigorous and provable

quantification of privacy loss in the case of sequential applications. However, it is easy to see that

the accumulation of privacy loss may lead to a poor privacy guarantee. Consequently, by treating

the total privacy loss as a budget, a natural question arises: How to allocate the privacy budget to

prevent privacy leaks while maintaining utility?
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1.2 Summary of Methodology

Chapter 2 defines differential privacy’s basics, tools for designing private algorithms, the basics

of mobility forecasting and federated learning.

We review the state-of-the-art differential privacy solutions for mobility data to understand the

research gaps better in Chapter 3. The fundamental elements of mobility data are location and time.

Privacy concerns may arise during these elements’ collection, aggregation, and analysis. We limit

the review to the methods that allow differential privacy during consecutive aggregation and analysis

based on neural networks for brevity. The remaining methods’ analysis can be found in Errounda

and Liu (2019).

We enable differential privacy for heterogeneous organizations’ privacy needs in Chapter 4 and

Chapter 6 for mobility aggregate sharing and forecasting, respectively. We leverage the local dif-

ferential privacy variant for aggregate sharing and feature adaptive budget initialization for mobility

prediction.

We set the stage for the mobility forecasting model in Chapter 5. We combine several neural

network models with the vertical federated learning paradigm to enable organizations to train a

global mobility prediction model.

We allocate the privacy budget to prevent privacy leaks while maintaining utility using a sliding

window approach for mobility aggregate sharing, as detailed in Chapter 4. We leverage a feedback

loop for mobility forecasting to adapt the privacy budget to the model’s convergence state in Chapter

6. Chapter 7 concludes this thesis and highlights the future directions.

1.3 Thesis Contribution

The thesis goals are achieved through the following contributions:

• We address the heterogeneous organizations’ privacy needs by leveraging local differential

privacy, a distributed variant of differential privacy where each organization obfuscates its

dataset locally before sending it to the data curator. We use a sliding window approach to

allocate the privacy budget. Specifically, based on the similarity between two consecutive
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aggregates, the algorithm skips the publication to avoid premature privacy budget exhaustion.

Moreover, we design an approximation strategy to calculate the closest private aggregate to

the current timestamp. We formally prove the privacy guarantee of our algorithms. Finally,

we demonstrate in Errounda and Liu (2018) and Errounda and Liu (2021) that our solution

enables decentralized statistical release with a robust privacy guarantee on two datasets (real-

time counts of nearby users and historical counts of bike owners close to each bike station).

• We introduce the mobility vertical federated forecasting (MVFF) framework that enables

knowledge modelling for organizations that hold only a subset of the location domain. Using

a local learning model, each organization extracts the embedded spatio-temporal correlation

between its locations. A global model synchronizes between the local models to incorporate

the correlation between all the organizations’ locations. We investigate the performance of

MVFF under four different variations of local and global models. We verify in Errounda and

Liu (2022) that the framework results in a performance gain compared to the state-of-the-art.

• We propose the Adaptive differential privacy for Vertical Federated Learning (AdaVFL) pro-

tocol to tackle the abovementioned questions. Second, we define a new metric to assess the

different organizations’ participation levels in the learning task and adjust the privacy budget

to the organization’s privacy needs. Then, we adapt each organization’s privacy protection

level (privacy budget) to the accuracy dynamics of the learning task. Finally, we evaluate our

adaptive differential privacy budget algorithms over two real-world datasets in Errounda and

Liu (2023): a trajectory dataset collected in New York and Beijing over multiple months and

a Yelp business review dataset.

1.4 Publication List

Key publications of this thesis are:

• A detailed overview of differential privacy solution for mobility data in the 2019 IEEE In-

ternational Conference on Big Data Security on Cloud Errounda and Liu (2019) (Chapter

3).
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• A dynamic budget allocation for mobility aggregate sharing in the 2018 IEEE International

Conference on Big Data Errounda and Liu (2018) (Chapter 4).

• An approximation strategy to improve the mobility aggregate sharing utility in the Future

Generation Computer Systems journal (2021) Errounda and Liu (2021) (Chapter 4).

• A mobility forecasting framework with vertical federated learning in the 2022 IEEE Annual

Computers, Software, and Applications Conference (COMPSAC) Errounda and Liu (2022)

(Chapter 5).

• An adaptive differential privacy in vertical federated learning for mobility forecasting in the

Future Generation Computer Systems journal (2023) Errounda and Liu (2023) (Chapter 6).
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Chapter 2

Background

This chapter presents a definition of mobility data, then differential privacy’s basics and tools for

designing private algorithms. Finally, we introduce the basics of mobility forecasting and federated

learning.

2.1 Mobility Data

Mobility data may be captured through many devices, including global positioning system track-

ing devices, radio-frequency identification devices, Bluetooth devices, and smartphones. As illus-

trated in Figure 2.1, this data undergoes several transformations through the collection, analysis, and

sharing flow (X. Wu, Zhu, Wu, and Ding (2013)). We examine location data models that result from

the diversity of tracking devices. Then, we introduce the different privacy threat models derived

from the data flow.

2.1.1 Basic Definition

Mobility data describes the positioning of a device in space and time (B. Liu, Zhou, Zhu, Gao,

and Xiang (2018)). The tuple ≺identity; position; time�, including the user’s identity, the spatial

information (position), and the temporal information (time), usually represents a user’s position in

space and time. Moreover, the location may have several presentations:

• Coordinates (a, b, c), where a represents latitude, b longitude, and c height, respectively. The
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Figure 2.1: An overview of the mobility data flow from collection to publishing with the public.
Location-tracking devices, such as mobile phones, cars, buses, and trains, share their location with
a service provider. Aggregation and mining of these locations are crucial for understanding human
mobility in various application domains, including transportation systems, social networks, and
recommendation systems.

coordinate’s values range between max and min with varying granularity.

• Identifier l1 / Binary vector (l1, .., lN ), where N is a fixed number of predefined locations, l1

to LN . When the user is present in a location li, the identifier is li, and the binary vector holds

0 values in all indices except the i-th index.

2.1.2 Mobility Data Privacy

From the privacy perspective, we adopt Georgiadou, de By, and Kounadi (2019)’s location pri-

vacy definition:

”Location privacy is the right to control the collection, access, recording, and usage of

an individual’s (location) information and determine when, how, and to what extent it

is processed by others.”

We derive the privacy threat models by combining the location privacy definition with the loca-

tion data flow presented in Figure 2.1. A threat model (Xiong and Lagerström (2019)) provides a
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structured way to analyze potential privacy threats by understanding an adversary’s goal in attacking

a system. We identify two threat models based on the access and usage of private data:

• Raw mobility data: The adversary tries to estimate the user’s real locations using the locations

reported by the mobile user.

• Mobility data aggregates: The adversary aims at reconstructing the users’ real locations based

on the aggregates shared by the service provider.

The adversary in both threat models can be honest-but-curious (Paverd et al. (2014)) who will not

deviate from the defined exchange protocol but will attempt to learn all possible information from

the legitimately received information. For instance, the adversary will not try to pose as a user to

influence the reported locations or aggregates.

The first threat model considers the service provider and the public adversaries. They are outside

the trust boundaries of the mobile user. A trust boundary (Stavroulakis and Stamp (2010)) describes

any distinct boundary where all parties have equal trust. For example, the mobile user has a different

level of trust than the service provider and the public in the first threat model. Therefore, it does not

share the real locations with the service provider. The second threat model draws a trust boundary

that includes the mobile users and the service provider. Consequently, the service provider computed

the aggregates based on the real locations shared by the mobile users.

2.2 Privacy Attacks against Mobility Data

Several attacks (Gambs, Killijian, and del Prado Cortez (2010), Krumm (2007), Tockar (2014),

Sadilek and Krumm (2012), Pyrgelis, Troncoso, and De Cristofaro (2017), and F. Xu et al. (2017))

uncover mobility data’s vulnerability to privacy attacks. We present some basic privacy attacks

against raw mobility data and mobility aggregates.

2.2.1 Attacks against Raw Mobility Data

Publishing accurate raw mobility data, such as GPS traces, involves serious privacy risks. For

example, Gambs et al. (2010) designed an attack against mobility traces of taxi drivers in the San
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Francisco Bay Area. The attack infers the points of interest of the taxi drivers by finding points

where the taxi’s GPS sensor was off for an extended time period (over 2 hours). Consequently, they

could locate the driver’s home and even confirm it by using a satellite view of the area showing the

presence of a parked yellow cab.

Additionally, mobility traces may cause the inference of users’ identities by associating an iden-

tity to each trace. For instance, Krumm (2007) used two months of mobility traces to infer users’

home addresses with various heuristics. The attack used white pages to associate a person with a

mobility trace. Moreover, Tockar (2014) showed how it was possible to stalk a celebrity using a taxi

trips dataset and some background knowledge. The attack combines drop-off addresses of people

frequently spending their night in a club and address information from Google and Facebook to

pinpoint specific individuals with a high probability.

Finally, Sadilek and Krumm (2012) proposed a system to predict a user’s location within one

hour. The attack extracts repetitive patterns from mobility data using Fourier analysis. When the

patterns were associated with a weekday and an hour in the day, the attacker reached a prediction

accuracy between 77% to 93%.

2.2.2 Attacks against Aggregate Mobility Data

Sharing accurate aggregate mobility data with the public may enable trajectory extractions and

membership inference privacy attacks. For example, Pyrgelis et al. (2017) studied the feasibility

of membership inference attacks on aggregate location time series using a game-based definition

of the adversarial task. They cast the game as a classification problem where a machine learning

model distinguishes whether or not a target user is part of the aggregates. Naturally, the volume of

contributed data, the regularity, and the particularity of users’ mobility patterns play a crucial role

in the attack’s success.

Additionally, Zhang, Zhang, and Zhao (2020) presented an invasive attack that allows adver-

saries to launch membership inference attacks against aggregated location data without relying on

any prior knowledge of the locations of victims. They train a binary classifier to infer whether a

specific victim’s location data is involved in the aggregation group based solely on the data aggre-

gation’s output.
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Finally, F. Xu et al. (2017) demonstrated that individual user trajectories can be extracted from

aggregate location statistics. In particular, the attack exploits the inherent characteristics of human

mobility, namely, uniqueness and regularity. They model mobility patterns within different time pe-

riods (e.g., nighttime or daytime) and across different weekdays. Then, they combine these models

to extract user trajectories using only public characteristics of the dataset as prior knowledge.

2.3 Differential Privacy

Differential privacy (Dwork, McSherry, Nissim, and Smith (2006)) is a formal notion requiring

that any individual in the dataset has little influence on the information output by the algorithm.

Specifically, a randomized algorithm compliant with differential privacy guarantees that the change

to any single data record in the dataset does not change the probability of any event (based on the

output) by much.

In this section, we first use the standard differential privacy setting, where a trusted curator with

access to a sensitive dataset is assumed, to introduce the basic notions. Then, we highlight some

of the most relevant properties of differential privacy. Next, we present the basic mechanisms to

achieve differential privacy. Finally, we introduce some differential privacy variations that enable

its distributed application and utility improvement.

2.3.1 Basic Notions

Let us consider a dataset, D, and a query, q, as a function of the dataset. A data analyst asks

the data curator a set of queries, and the data curator provides the answers by running the privacy

mechanism, M. To formally introduce differential privacy, we must first define the neighbouring

relationship among databases. Formally:

Definition 1 (Neighbourhood). (Dwork et al. (2006)) Two datasetsD andD′ are neighbours if they

differ in at most one element.

Differential privacy requires the privacy mechanism,M, to have ”close” output distributions on

any pair of neighbouring datasets as follows:
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Definition 2 (Differential Privacy (Dwork et al. (2006))). M satisfies (ε,δ)-differential privacy if

for all neighbouring datasets D and D′ and all O ∈ Range(M) the following holds:

Pr[M(D) ∈ O] ≤ eε × Pr[M(D′) ∈ O] + δ (1)

The parameter ε controls the privacy loss incurred by observing the mechanism’s output. Specif-

ically, when δ = 0, for an output o, ε is the upper bound of the following quantity:

ln(
Pr[M(D) = o]

Pr[M(D′) = o]
) (2)

Therefore, when ε goes to 0, it becomes harder for an adversary to distinguish if o originated

from D or D′. Let us consider an adversary that knows the entire dataset except for Alice’s data

and knows it is either in D or D′. Differential privacy stipulates that he learns ”almost” nothing

new about Alice by observing the output, hence, protecting her privacy. This indistinguishability

guarantees that the privacy of any single individual is protected even against an adversary equipped

with side information. Consequently, the smaller the value of ε is, the better privacy guaranteeM

provides. If δ = 0, we say thatM is ε-differentially private.

When δ is non-zero, it indicates the probability that any individual suppers privacy loss exceed-

ing ε. Indeed, (ε,δ)-differential privacy guarantees that, with probability at most 1-δ, the privacy

loss does not exceed ε.

2.3.2 Differential Privacy Properties

We emphasize two of the most impactful properties of differential privacy. First, differential

privacy is immune to post-processing, meaning that an adversary cannot increase his knowledge

about an individual’s private data solely based on the privacy mechanism output. For example, an

adversary cannot combine a data-independent mapping f with an ε-differentially private mechanism

M to gain more knowledge. In other words, f ◦M is also an ε-differentially private mechanism.

Next, we discuss the compositional property of differential privacy. Let us consider several

(ε,δ)-differentially private mechanisms, and we wish to evaluate the privacy loss resulting from
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composing these mechanisms. The composition theorem demonstrates that the privacy losses add

up as follows:

Theorem 1 (Basic Composition (Dwork, Roth, et al. (2014))). Consider mechanismM that pro-

vides (ε,δ)-differential privacy. A k sequence ofM over a dataset D provides (kε,kδ)-differential

privacy.

2.3.3 Common Privacy Mechanisms

We present three of the basic differentially private mechanisms. First, the Laplace mechanism

answers real-valued queries with ε-differential privacy. The mechanism relies on the Laplace Dis-

tribution centred at 0 with scale b as the distribution with probability density function:

Lap(z|b) =
1

2b
exp(−|z|

b
) (3)

The Laplace mechanism is described as follows:

Definition 3 (Laplace Mechanism (Dwork et al. (2006))). For a query q, a mechanism M(x) =

q(x) + Lap(∆1q
ε ) satisfies ε-differential privacy.

Where ∆1 represents the `1 sensitivity, it captures the magnitude by which a single individual’s

data can change the function q as follows:

∆1q = max
D,D′

‖ q(D)− q(D′) ‖1 (4)

for all neighbouring D and D′.

Since the query, q, may output non-real-valued values, such as strings or trees, adding numerical

noise is no longer sensible. The exponential mechanism solves this problem by defining a score

function u : R → R that assigns a real-valued score to each possible query output. Then, it samples

an output with a probability proportional to the sensitivity of the score function. Formally:

Definition 4 (Exponential Mechanism (McSherry and Talwar (2007))). For a given score function

u : R → R, the mechanism M(D, u,R) that selects and outputs an element r ∈ R with a

probability proportional to exp( εu(D,r)
2∆ ) satisfies ε-differential privacy.
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where ∆ is the sensitivity of u, defined as:

∆ = max
D,D′:‖D4D′‖=1,u:R

‖ u(D, r)− u(D′, r) ‖ (5)

Finally, the Gaussian mechanism releases private perturbations of queries using the normal dis-

tribution as follows:

Definition 5 (Gaussian Mechanism (Dwork et al. (2014))). For a query q, ε, δ ∈ (0, 1), and c a

number such that c2 ≥ 2log(1.25/δ), the Gaussian mechanism M(x) = q(x) + N (0, σ) with

σ ≥ c∆2(q)/ε satisfies (ε,δ)-differential privacy.

where ∆2 is the `2 sensitivity, defined as:

∆2q = max
D,D′

‖ q(D)− q(D′) ‖2 (6)

2.3.4 Variations

We will highlight two variations of differential privacy that we leverage in answering the pro-

posed research questions.

Local Differential Privacy

Unlike the centralized setting, local differential privacy does not involve a central trusted data

curator. Instead, each user adds noise to his original data before sending it to the data collector for

statistical analysis. Holding a central curator can become an adversary target in the case of privacy

breaches. Therefore, this model is attractive for distributed implementations.

The randomized response is a privacy mechanism widely adopted for local differential privacy

(Erlingsson, Pihur, and Korolova (2014) and Ding, Kulkarni, and Yekhanin (2017)). It was initially

used in Warner (1965) to survey people’s ”yes or no” opinions about a sensitive question. Because

the user gives a randomized response, the surveyors cannot determine the individual’s true answer

but can still extract valuable statistics (Dwork et al. (2014)). The mechanism is formally defined

below:
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(a) Centralized differential privacy setup

(b) Local differential privacy setup

Figure 2.2: Centralized setting vs. local setting of differential privacy: the privacy mechanism is
applied by the curator in the centralized setting, whereas each user is responsible for applying the
privacy mechanism in the local setting.

Definition 6 (Randomized Response). The randomized response mechanismM uses a biased coin

to answer the query, q, truthfully if the coin turns head (with a probability of p). Otherwise, the

mechanism answers with the opposite of the true answer (with a probability of 1 − p). Therefore,

the randomized response satisfies ε-local differential privacy (ε-LDP) with the following value of p:

p =
eε

1 + eε
(7)
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Zero-Concentrated Differential Privacy

Zero-concentrated differential privacy (zCDP) is introduced by Bun and Steinke (Bun and

Steinke (2016)) to solve the problem of mechanism composition with differing (εi,δi)-differential

privacy guarantees. Indeed, the advanced composition theorem (Dwork, Rothblum, and Vadhan

(2010)) demonstrates that the privacy loss in a composition of k ε-differentially private mechanisms

grows roughly as
√
kε, instead of kε. This improvement allows us to achieve the same privacy

guarantee for more frequent data aggregation. However, computing the tightest possible privacy

guarantee for differing (εi,δi)-differentially private mechanisms is #P-hard (Murtagh and Vadhan

(2015)). Therefore, zero-concentrated differential privacy is a variation that shifts the focus onto the

privacy loss random variable for a privacy mechanism,M, defined below:

L(o) = log
Pr[M(x) = o]

Pr[M(x′) = o]
(8)

for an output o ∈ range(M)

zCDP uses the Rnyi divergence between probability distributions to capture the requirement that

the privacy loss random variable is subgaussian. Rnyi divergence can be thought of as a measure

of dissimilarity between distributions. This requirement enables zCDP to provide a more accurate

analysis of the cumulative loss for multiple computations. Below is the formal definition of zCDP:

Definition 7 (Zero-Concentrated Differential Privacy (zCDP) (Bun and Steinke (2016))). A ran-

domized mechanismM is ρ-zero concentrated differentially private if for all α ∈ (1,∞) and any

two neighbouring datasets D and D′:

Dα(M(D)||M(D′)) , 1

α− 1
log(E[e(α−1)L(o)

]) ≤ αρ (9)

where Dα(M(D)||M(D′)) is α-Rnyi divergence between the distributions ofM(D) andM(D′),

and L(o) is the privacy loss random variable

It is important to note that if a mechanism satisfies ρ-zCDP, then it also satisfies (ε, δ)-differential

privacy, for any δ > 0, where:

ε = ρ+ 2
√
ρ log(1/δ) (10)
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Moreover, the Gaussian mechanism introduced in Definition 5 satisfies ρ-zCDP, where:

ρ =
1

2σ2
(11)

Furthermore, ρ-zCDP also satisfies the composition theorem as follows:

Theorem 2 (Sequential Composition Bun and Steinke (2016)). Mechanisms Mi guarantee ρi-

zCDP, respectively. The composition ofMi in a sequence over a dataset D guarantees Σρi-zCDP.

2.4 Deep Learning for Mobility Forecasting

Deep neural networks are remarkably effective for many machine learning tasks, such as pro-

ducing a prediction in response to a query (Jordan and Mitchell (2015)). They rely on parameterized

functions from inputs to outputs as compositions of multiple layers of basic building blocks, includ-

ing affine transformations and simple non-linear functions. By varying the parameters of these

blocks, we can ”train” such a parameterized function to fit any given finite set of input/output exam-

ples. The training data may take the form of a collection of features and labels (Jordan and Mitchell

(2015)). The inputs in the training data may be classical vectors or more complex objects, such as

documents (Khan, Baharudin, Lee, and Khan (2010)), images (Krizhevsky, Sutskever, and Hinton

(2012)), DNA sequences (Sahakyan et al. (2017)), or graphs (Scarselli, Gori, Tsoi, Hagenbuchner,

and Monfardini (2008)).

Deep learning typically defines a loss function F representing the penalty for mismatching

the training data. The loss F (θ) on parameters θ represents the average of the loss F (θ) =

1
N

∑N
i=1 F (θ, xi) over the training samples {x1, x2, ..., xN}. The training process aims at finding θ

with an acceptably small loss. In practice, complex networks’ loss function is usually non-convex

and difficult to minimize. Therefore, the minimization is often done by the mini-batch stochastic

gradient descent (SGD) algorithm as follows: at each step, i, a batch Bi of random samples is

formed, and the gradient ∇θF (θ) is estimated to gi = 1
|Bi|

∑
x∈Bi ∇θL(θ, x). Finally, θ is updated

towards a local minimum following the gradient direction −gi.
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This section focuses on the neural networks usually used for mobility forecasting and the feder-

ated learning that caters to the decentralized paradigm.

2.4.1 Mobility Forecasting

Due to the complex spatiotemporal relations in mobility data, combinations of several learning

models are used in the state-of-the-art to achieve a precise prediction. Below are their definitions.

Long-Short Term Memory

Long-Short Term Memory (LSTM) is a class of recurrent neural networks, initially introduced

by Hochreiter and Schmidhuber (Hochreiter and Schmidhuber (1997)) to correlate values from ear-

lier stages for future use. The model’s parameters are shared at different time steps, making it

flexible in terms of sequence lengths. Given an input sequence represented by (x1, ..., xT ), the

output sequence yt is obtained in a basic LSTM network by iteratively computing the following

equations for t = 1, ..., T :

ht = LSTM(ht−1, xt; θ)

yt = θht + by

where the θ denotes the different weight matrices, by, the bias vector for the output yt, and, h,

the hidden state. This learning model propagates or forgets information over a long and recurrent

training period to improve the prediction performance, as depicted in Figure 2.3. At each time step,

the network’s output is influenced by both the input and memory at the current time step. Then, the

next time step’s memory is updated by processing the current output through a non-linear activation

function. LSTM is widely used in mobility forecasting, such as crowd prediction (Singh, Determe,

Horlin, and De Doncker (2020), W. Li et al. (2019)), and traffic flow analysis (Y. Liu, James, Kang,

Niyato, and Zhang (2020)).
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Figure 2.3: LSTM Cell structure: the gates are controlled by the input, the hidden state, and the
hidden cell state at each time step.

Gated Recurrent Unit

Gated Recurrent Unit (GRU) is another recurrent neural network variant that handles time-series

data. It was proposed by Cho et al. (K. Cho, Van Merriënboer, Bahdanau, and Bengio (2014)) in

2014. Similar to LSTM, GRU cells have a mechanism to judge whether a piece of information

is valuable or not. However, GRU has less external gating signal in the interpolation. A typical

structure of GRU cell has two data gates to control the data: the reset gate and the update gate. The

reset gate performs the task of forgetting useless information and remembering the new important

information. The update gate determines what portion of the previous state will be used as input.

This optimization saves one gating signal and the associated parameters. GRUs are widely used

in understanding human mobility, such as next location prediction (Lin, Liu, Li, and Zuo (2021)),

crowd prediction (Zhou et al. (2020)), and traffic anomaly detection (Tao, Peng, Zhao, Wang, and

Liu (2020)).
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Figure 2.4: An simple CNN architecture, comprised of just five layers O’Shea and Nash (2015).

Convolutional Neural Networks

Convolutional Neural Network (CNN) (Krizhevsky et al. (2012)) is a class of neural networks

that mimics the connectivity pattern between neurons in the human visual cortex. CNNs extract

localized spatial features and compose them to create highly expressive representations. CNNs

comprise three types of layers: convolutional, pooling, and fully-connected layers. These layers are

stacked to form a CNN architecture. A simplified CNN architecture for MNIST classification is

illustrated in Figure 2.4. The convolutional layer uses the scalar product to determine the output of

neurons connected to local regions of the input. The pooling layer performs downsampling along the

spatial dimensionality of the given input to reduce the number of parameters within that activation.

Finally, the fully-connected layers produce class scores or predictions from the activations.

CNNs are widely applied in the field of computer vision and image recognition fields (Lawrence,

Giles, Tsoi, and Back (1997), Qin et al. (2018)). CNNs are generally adopted in mobility prediction

by converting human movement flow to images describing time and space relations. CNNs are used

in a variety of mobility domains, such as indoor localization (X. Song et al. (2019)), intelligent

transportation systems (G. Liu, Yin, Jia, and Xie (2017)), and location-based marketing (B. Zhu,

Tang, Mao, and Yang (2020)).
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Graph Neural Network

Graph Neural Network (GNN) (Scarselli et al. (2008)) is a category of neural networks designed

to process data represented by a graph data structure. A graph is any set of objects and the connec-

tions between them. For example, images can be expressed as graphs where each pixel represents a

node and is connected via an edge to adjacent pixels. An adjacency matrix is a way of visualizing

the connectivity of a graph. Similarly, mobility data can be represented by an undirected graph

where each region is a node, and the edges connect neighbouring regions. Graph attention networks

(Veličković et al. (2018)) are a variant of GNNs that learn to weight the information from different

neighbours with attention scores learned by a multi-head self-attention mechanism.

Unlike CNN, GNN can operate on graphs of arbitrary size and complex topology. GNNs are

used in several mobility domains, such as in capturing location transition patterns in location tra-

jectory (Sun et al. (2021)), modelling the spatiotemporal nature of the spread of infectious diseases

(Roy et al. (2021)), and predicting traffic flow (X. Wang et al. (2020)).

2.4.2 Federated Learning

Federated learning (Konečnỳ, McMahan, Ramage, and Richtárik (2016)) is a nascent machine

learning paradigm where many organizations jointly train a model under the orchestration of a

central server while keeping the training data decentralized. An organization in federated learning

computes an update of its local model based on its dataset and sends the updates to the server

(Konečnỳ et al. (2016)). The server then computes a new global model based on the organizations’

model updates (Konečnỳ et al. (2016)). Federated learning can be classified into horizontal and

vertically federated learning (Q. Yang, Liu, Chen, and Tong (2019)) depending on the distribution

of features and labels, as illustrated in Figure 2.5.

In horizontal federated learning, organizations share identical features and label space but differ

in the samples’ space (Q. Yang et al. (2019)). For instance, a mobile service jointly trains a next-

word prediction model using mobile phone users’ data (Hard et al. (2018)). Hence, mobile users’

models share the same textual features; however, their locally stored text differs.

Conversely, organizations in vertical federated learning typically only have a subset of the
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feature space that may overlap (Q. Yang et al. (2019)). For example, consider a bank and e-

commerce that aim to build a prediction model for product purchases based on user and buying

history (T. Chen, Jin, Sun, and Yin (2020)). However, the bank holds the user’s earnings and spend-

ing behaviour, while the e-commerce company retains the user’s purchasing history. Consequently,

their feature spaces are very different despite the shared prediction model.

2.5 Differential Privacy in Deep Learning

One can apply differential privacy mechanisms within the deep learning framework: input per-

turbation, output perturbation, objective perturbation, and optimization algorithm alteration. In

input perturbation, the result of the training dataset perturbation (using Laplace or Gaussian mech-

anism) is used to train the deep learning model (Duchi, Jordan, and Wainwright (2013)). In out-

put perturbation techniques, the learning model is first trained, then perturbed using the exponen-

tial mechanism (Bassily, Smith, and Thakurta (2014)) or Laplace or Gaussian noise (X. Wu et al.

(2017)). In objective perturbation techniques, the model is trained over the perturbed objective func-

tion with Laplace or Gaussian noise (Zhang, Zhang, Xiao, Yang, and Winslett (2012)). The fourth

method involves adding noise to the model’s gradient at each stochastic gradient descent (SGD) iter-

ation (Abadi et al. (2016), S. Song, Chaudhuri, and Sarwate (2013)). We discuss the fourth method

in this section.

Gradient perturbation obfuscates the influence of an input sample on the final model. Because of

the complexity of deep neural networks, it is hard to compute the gradient’s sensitivity to calibrate

the added privacy noise. Therefore, gradients are processed by clipping the L2-norm to a desired

value C. The role of the clipping parameter is to limit the influence that a single sample can have

on the computed gradients and, consequently, on the model. The added noise is generated with

a Gaussian mechanism proportional to the clipping value. Because each SGD step is differentially

private, the final model is also differentially private based on the composition property of differential

privacy (Theorem 1).

In the federated setting, maintaining the private data locally for each organization does not

entirely assure their privacy since several adversarial attacks can still compromise them (Bhagoji,

23



Chakraborty, Mittal, and Calo (2019)). The training process in federated learning requires that each

organization trains the local model using its private data and adds carefully calculated noise to its

model’s output. This output is then sent to the untrusted server and fed to the server’s learning

model. Based on the post-processing property (defined in subsection 2.3.2) of differential privacy,

the resulting server’s learning model preserves privacy.
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(a) Horizontal Federated Learning

(b) Vertical Federated Learning

Figure 2.5: Federated learning categorization: (a) horizontal data distribution results in local
datasets that share the same attributes (b) vertical data distribution leads to datasets with distinct
attributes but common sample IDs
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Chapter 3

Literature Review

Mobility data generate valuable knowledge about human behaviour. They are the cornerstone of

many application domains due to the abundance of data emerging from smart devices and sensors.

Such domains include traffic estimation (Ny et al. (2014)), crowdsensing (L. Wang, Zhang, Yang,

Lim, and Ma (2016)), and other IoT applications (Yin, Xi, Sun, and Wang (2017)).

Accurate mobility data sharing can result in privacy breaches (Zang and Bolot (2011), F. Xu et

al. (2017)). For example, an adversary may exploit the uniqueness and regularity of human mobility

to recover individual trajectories from location statistics without prior knowledge, as demonstrated

in the privacy attack by F. Xu et al. (2017). Moreover, an attacker who knows an individual’s home

and work locations might infer other location traces, as illustrated in the privacy attack by Zang and

Bolot (2011), even when data is anonymized (the person’s identity is not released).

Extracting knowledge from mobility data makes the participants vulnerable to membership in-

ference attacks (Zhang et al. (2020)). For instance, an adversary might infer the presence of a

victim’s data without relying on any prior knowledge of the victim’s location (Zhang et al. (2020)).

Additionally, the attack presented by L. Zhu, Liu, and Han (2019) shows that it is possible to recon-

struct the private training data from the publicly shared intermediate learning parameters (gradients).

A significant amount of work has been done to explore mobility data while preserving the pri-

vacy of individuals with differential privacy. We thoroughly reviewed in Errounda and Liu (2019)

the privacy applied during mobility data collection and aggregation. This chapter briefly presents

differentially private methods to protect raw mobility data. Then, it focuses on methods that enable

26



differential privacy for mobility data aggregation. Next, we review mobility forecasting methods

and differentially private deep learning.

3.1 Differential Privacy for Mobility Data Collection

The privacy mechanism for mobility data collection should prevent an adversary from accurately

guessing a user’s location or trajectory based on the observed mobility data. This privacy guarantee

may be achieved with distance-based, obfuscation-based, and anonymity-based methods.

The idea behind the distance-based method (such as Geo-Indistinguishability (Chatzikokolakis,

Palamidessi, and Stronati (2015))) is to restrict the indistinguishability between two locations based

on their distance. Therefore, locations within a small distance produce observations with similar

distributions, limiting the adversary’s knowledge. On the other hand, the user’s locations become

more distinguishable when at a more significant distance. Consequently, the indistinguishability

guarantee (Definition 2) is proportional to the distance between two locations.

Due to its intuitive incorporation of mobility characteristics into differential privacy based on

proximity, this approach attracts the interest of researchers generating a rich body of literature. Sev-

eral works (Ma, Ma, Li, Jiang, and Gao (2017), Chatzikokolakis, Palamidessi, and Stronati (2014),

Chatzikokolakis et al. (2015), and Hua, Tong, Xu, and Zhong (2018)) use movement predictability

and regularity to protect users’ raw mobility data under repeated sharing due to the resulting privacy

loss associated with the sequential composition (Theorem 1). For example, the privacy mechanism

presented by Ma et al. (2017) uses R-trees to capture the movement regularity; R-tree is a balanced

spatial tree index that allows high search performance (Guttman (1984)). The mechanism caches

previously released private locations. When the user requires location sharing, the privacy mecha-

nism traverses the R-tree to find a previously released location within the indistinguishability radius.

If such a location exists, it is released instead of calculating a new private location. Another privacy

mechanism introduced by Hua et al. (2018) divides the location space using a grid and only uses a

privacy budget portion to calculate a private location when the user’s original location is too close

to the grid’s cell border.

Finally, the privacy mechanism presented by Chatzikokolakis et al. (2014) and Chatzikokolakis
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et al. (2015) predicts the user’s location based on historical data to release it in case of a sharing

request if it is within the indistinguishability radius. Therefore, these methods optimize the privacy

budget usage over continuous location sharing to provide the same level of privacy for more user

locations.

Unlike the distance-based method, a distance correlation between the accurate and the perturbed

locations is not required in masking-based approaches. A user’s location may be represented with

a binary vector or a spatial region. For example, each location may correspond to an installed

device in an indoor positioning system. Masking-based methods protect the location by applying

the randomized response mechanism (as described in Definition 6) on every binary value in the

vector (Kim, Kim, and Jang (2018)). The resulting location vector is shared with a data curator.

If the privacy mechanism outputs a region instead of a location, the masking-based method first

divides the location space into fine-grained regions (L. Wang et al. (2020), L. Wang et al. (2016),

and Q. Yang, Chen, Guizani, and Lee (2021)). Then, it builds a masking matrix that minimizes the

expected distance between the user’s location region and the masked region. The matrix entry [i, j]

corresponds to the probability of masking region ri with region rj . Differential privacy binds the

maximum probability ratio between any two regions that an adversary observes.

Finally, anonymity-based methods leverage the K-anonymity technique (Gruteser and Grun-

wald (2003)) to hide the user within a cloaking region of k−1 users to prevent a potential adversary

from distinguishing between the k users’ locations. Anonymity-based methods (X. Yang, Gao,

Zheng, and Wei (2020)) use differential privacy to make the cloaking regions indistinguishable.

Several techniques are proposed to build the cloaking region. Guo et al. (P. Guo et al. (2021)) pro-

pose a reputation system to assess users’ honesty based on their previous participation in cloaking

regions. A minimum radius determines the cloaking region’s shape. When not enough users have a

required reputation within the cloaking region, an additional location is calculated by perturbing the

region’s centroid. Hilbert curve (Hilbert (1935)) is another technique used to build the cloaking re-

gion. Used by Ngo and Kim (2015), it preserves the users’ proximity when generating the cloaking

regions candidates.
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3.2 Differentially Private Mobility Data Aggregation

Depending on the application domains, mobility data aggregation may be done once, such as

crowdsourcing tasks, or continuously (traffic monitoring).

3.2.1 Singular Mobility Data Aggregate

Several works propose differentially private techniques for publishing mobility aggregates. Most

of these techniques target the centralized data setting (N. Li, Yang, and Qardaji (2013), To, Ghinita,

and Shahabi (2014), To, Ghinita, Fan, and Shahabi (2017), and Cormode, Procopiuc, Srivastava,

Shen, and Yu (2012)) where location data is collected at a single timestamp by a trusted entity, then

released with a privacy guarantee. These techniques rely on dividing the location space into smaller

areas (cells) and calculating the number of users in each cell. This number helps calculate elaborate

aggregates (such as means and medians) or answer requests (such as range queries). The challenge

in designing a spatial division method is to optimize the aggregates’ utility.

Li et al. (N. Li et al. (2013)) propose a uniform grid partitioning that selects a grid granularity

proportional to the total number of locations in the original data, the privacy budget ε, and the loca-

tion distribution uniformity. A challenge arises when answering range queries that cover multiple

cells with the uniform grid approach. Avoiding over-partitioning sparse areas or under-partitioning

dense areas is crucial since the cumulative noise is proportional to the number of cells involved in

the range query. Therefore, the proposed solution includes two granularity levels depending on the

users’ density.

Another method (Cormode et al. (2012)) uses tree-based partitioning to divide the location space

recursively using a tree structure, where each node represents a location region. When answering

a range query, the tree is traversed to identify the nodes corresponding to the query’s regions, and

the number of users is summed, including the perturbation noise. Similar to the grid partitioning

method, the global sensitivity used to calibrate the perturbation noise is one.

There are two main types of tree-based partitioning: data-independent and data-dependent.

Data-independent decomposition does not consider the distribution of the locations in space. For

example, quad-trees recursively split the location space into four equal regions regardless of the
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locations in each region. Kd-tree is an example of data-dependent decomposition that recursively

splits the location space via lines passing through a median calculated based on the location distri-

bution. However, in the case of data-dependent trees, an adversary can use the median information

to gain more knowledge about users’ locations. Therefore, noise is also added to the means to make

the tree structure differentially private too.

3.2.2 Sequential Mobility Data Aggregate

The user’s privacy is compromised when continuously publishing mobility aggregates for mon-

itoring purposes such as traffic analysis and social trend observation. Dwork, Naor, et al. (2010)

categorize continuous privacy guarantee approaches into user-level and event-level. Event-level pri-

vacy protects several events in the data sequence. Conversely, user-level privacy protects the user

in the entire sequence. For example, in privacy solutions for trajectory aggregates, event-level pri-

vacy hides the user’s participation to a single timestamp in the trajectory’s aggregate, the timestamp

where the monitored event occurs. On the other hand, user-level privacy hides the user’s participa-

tion in the aggregates of each timestamp.

The challenge in achieving user-level privacy is the degradation of the privacy guarantee due to

the accumulation of privacy budget ε at each timestamp. The presented solutions balance user- and

event-level privacy by managing the privacy budget distribution. We categorize the solutions into

interval-based and sliding window methods. Interval-based methods achieve user-level privacy in

the entire mobility stream by selecting timestamps to add noise and approximating aggregates for

the in-between timestamps. Sliding window methods guarantee user-level privacy within a window

of timestamps that slides over the whole mobility aggregates.

Interval-based Methods

The privacy guarantee quickly degrades when differential privacy is applied continuously. The

privacy guarantee decreases by a factor of up to eTε for T consecutive location collection (see the

sequential composition property of differential privacy (Theorem 1)). For example, if we want

to protect the users’ privacy with an indistinguishability level of ε = 1 in a trajectory aggregate

composed of 1000 timestamps, we would have to apply differential privacy at each timestamp with
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the privacy budget ε
1000 = 0, 001. The problem is that the smaller the privacy budget, the higher the

added noise. Therefore, this approach does not provide good utility.

The sample and interpolate solutions solve this problem by choosing timestamps where a portion

of the privacy budget is used to calculate a private aggregate. The private aggregates for the in-

between timestamps are interpolated. This approach requires answering the following questions:

• What strategy to use to sample the timestamps where private aggregates are calculated?

• How to allocate the privacy budget over the sampled timestamps?

• How to interpolate the in-between aggregates?

The first question can be answered using an interval to sample timestamps to calculate the

private aggregate, as adopted by Fan, Xiong, and Sunderam (2013), Fan and Xiong (2014), and Yan

et al. (2019). The challenge is in determining the optimal interval size. The cumulative perturbation

error introduced at each timestamp increases when the interval’s size is small. On the other hand,

when the interval size is large, the released aggregates do not reflect up-to-date data values. Fan and

Xiong (2014) and Yan et al. (2019) present adaptive interval sampling to solve this problem, where

the interval’s size changes following the variation in the aggregates. The privacy budget is allocated

evenly between all sampling timestamps to answer the second question.

Prediction can be used to answer the third question. The framework introduced by Fan et al.

(2013), Fan and Xiong (2014), and Yan et al. (2019) predicts the next aggregate value based on

the previously released aggregates at each timestamp. For the in-between timestamps, the predicted

aggregates are released. If it is a sampled timestamp, the framework calculates a private aggregate

using a portion of the privacy budget. It uses a corrector to reduce the error between the predicted

and the private aggregate; the resulting value is then released.

Sliding Window Methods

Interval-based methods require knowing the trajectory’s overall length for privacy budget man-

agement, which is not always possible. The sliding window methods balance user- and event-level

privacy by guaranteeing indistinguishability within a sliding window of w timestamps. This ap-

proach requires answering the following questions:
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• How to allocate the privacy budget over the timestamps within the sliding window?

• What is the optimal window size?

w − event privacy (Kellaris, Papadopoulos, Xiao, and Papadias (2014), Nie et al. (2016), Liang,

Chen, Wu, and Li (2019), and Tudor, Gulisano, Almgren, and Papatriantafilou (2020)) is a sliding

window method withw timestamps in each window. The privacy mechanism at each timestamp uses

a portion of the privacy budget to calculate a private aggregate. Moreover, the privacy mechanism

guarantees that the overall privacy budget in the sliding window is below ε.

A fixed window size is not suitable for trajectories that are sparse in time. For example, the

locations that need to be privately protected may stretch on a window time larger than w. Therefore,

`− trajectory (Cao and Yoshikawa (2015)) defines a window size containing ` different locations

the user visited instead of timestamps.

To adapt the window size, a variable size window is also used by Jo, Jung, and Park (2018) by

drawing on traffic data properties, such as road structure and time-based traffic variation. A tran-

sition matrix between road sections and intersections models road connectivity. If a road has three

consecutive segments, predicting a user’s trajectory at the corresponding three sequential times-

tamps is easy. For example, this property is most relevant for vehicle trajectories. Therefore, the

sliding window size is calculated based on the entropy value extracted from the transition matrix.

The privacy budget exponentially decreases with each timestamp with a decaying factor determined

by the maximum window size possible.

3.3 Mobility Forecasting

Mobility prediction facilitates many real applications, including transportation management and

crowd management. For example, it might prevent a potential risk to public safety, such as stam-

pede, during large-scale public events. Deep learning is a pivotal technology in learning the complex

spatio-temporal characteristics of mobility data. However, combining neural networks to obtain a

precise prediction is challenging. The reviewed work below aims to answer the following questions:
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• How to achieve precise mobility forecasting using state-of-the-art spatio-temporal neural net-

works?

• How to enable the same precision for distributed mobility data through federated learning?

• How to achieve learning when features are distributed vertically over the participating orga-

nizations?

This section reviews centralized mobility forecasting to answer the first question and then feder-

ated mobility forecasting methods to answer the second. Finally, given our distributed setup (Section

1.1), we review some vertical federated learning methods to answer the third question.

3.3.1 Centralized Mobility Forecasting Learning Models

Mobility data involves a complex correlation between space and location with high regularity

and predictability. Therefore, recurrent neural networks (LSTM, GRU) and graph neural networks

(CNN and GNN) are prevalent in capturing these aspects for accurate mobility forecasting. The

challenge is in finding a method to combine these neural networks.

Several mobility prediction systems seek to anticipate human movement in scenes where they

adapt their motion based on the behaviour of other people in the vicinity. For instance, a pedestrian

could alter his/her path or stop momentarily to accommodate other people moving toward him/her.

It is hard to predict such deviation in trajectory by observing the person in isolation. Therefore, it

is difficult to identify trends and seasonality in this data type. The capability of LSTMs to correlate

the previous and current information makes them a suitable candidate for mobility prediction.

Several mobility prediction systems blend scene information and human movement trajectories

in the prediction process within static crowded scenes (Alahi et al. (2016), Manh and Alaghband

(2018), and Xue, Huynh, and Reynolds (2018)). Each pedestrian’s mobility is usually considered

as a single time sequence data fed to a dedicated LSTM. Social-LSTM (Alahi et al. (2016)) stacks

a pooling layer on top of all the LSTMs to correlate movement between pedestrians by sharing the

LSTMs’ hidden states. Scene-LSTM (Manh and Alaghband (2018)) adopts the same approach and

assigns an additional LSTM to each user to incorporate the impact of the scene structures (such as
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buildings and static obstacles) on human trajectory prediction. Finally, SS-LSTM (Xue et al. (2018))

assigns one more LSTM to each user to tackle trajectories affected by neighbouring pedestrians.

Prediction mobility is not limited to anticipating a pedestrian’s movement; it also aims at acquir-

ing an accurate prediction of crowd flows based on historical data. For instance, crowd monitoring

can help event organizers to effectively plan venue layouts, such as food points, shopping points, en-

tries, and exits, and prepare a crowd management strategy, including restricting access, evacuation,

and additional installations. Mobility forecasting is also crucial for traffic management. For exam-

ple, a traffic management department can allocate traffic resources more appropriately depending

on the crowd flow or issue appropriate traffic warnings.

CNNs and LSTMs have succeeded in the image processing and sequence prediction areas, re-

spectively. Consequently, more solutions use this combination in spatiotemporal prediction meth-

ods. For example, ST-DCCNAL (W. Li et al. (2019)) is a traffic flows forecasting model that cap-

tures the spatial correlation by connecting each CNN layer to every other layer in a feed-forward

fashion. The features are then sent into an LSTM to discover the underlying temporal dependencies

in the data. Similarly, STDN (H. Yao, Tang, Wei, Zheng, and Li (2019)) handles spatial and tempo-

ral information via CNN and LSTM, respectively. They use CNN to model the spatial dependency

among locations for traffic flow information. Then, an attention mechanism learns the long-term

periodic dependency.

Finally, Singh et al. (2020) present a method that neither uses nor identifies trend and seasonality

in the crowd counts. Instead, a stack of LSTM networks is used for crowd forecasting to cater to the

short-term fluctuations and unpredictable behaviour of large-scale public events with a granularity

of forecast horizon taken in minutes. Hence, the learning model obtains future crowd counts based

on historical data. Furthermore, CNNs are combined with LSTM to extract the crowd features from

the input sequence.

3.3.2 Federated Mobility Forecasting Learning Models

Centralized machine learning methods involve transferring massive amounts of mobility data

to a data center to learn a generalized prediction model. However, we have witnessed partnerships
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among public agencies and mobile service providers such as Uber and Hellobike. These partner-

ships require a federated approach to extend the capability and services of companies that provide

real-time traffic flow forecasting, traffic management, car sharing, and personal travel applications.

For example, frequently transmitting training data and signalling overhead could quickly exhaust

the network capacity and negatively impact payload transmissions. With federated learning, these

companies could cooperatively train a globally shared model through their local data without ex-

changing the raw data.

Y. Liu, Zhang, Zhang, and James (2020) propose a GRU-based learning framework (FedGRU)

for traffic flow prediction. First, the cloud server distributes a global model copy to all organizations.

Each organization trains its copy on local data and shares the encrypted parameters with the cloud

server. Once the parameters are aggregated to build a new global model, the cloud server distributes

the new global model to each organization. This process repeats until the learning goal is achieved.

Another work (Zhang, Dang, Shihada, and Alouini (2021)) proposes a wireless traffic prediction

framework with a model trained collaboratively by multiple organizations. The framework groups

the numerous organizations into clusters based on geo-location information and traffic patterns to

tackle the data heterogeneity. Then, a global model is trained and shared among the organizations’

clusters. Similarly, Lonare and Bhramaramba (2021) use a combination of LSTM and clustering to

predict the number of vehicles moving in a direction at a given time on a particular road. The partic-

ipants train an LSTM that is then shared with the cloud server, which averages all received models

to build a global one. Additionally, the server uses a decentralized K-means clustering algorithm

to select participants for local training to reduce communication costs by restricting the number of

participants. Unfortunately, the spatial correlation between locations belonging to different organi-

zations is not addressed.

3.3.3 Vertical Federated Learning

Vertical federated learning describes the case where data are partitioned vertically by features.

Consequently, each learning participant may hold a neural network with a distinctive architecture

to train using local data. Moreover, averaging the parameters of each participant to build a global

model does not fit this setting.
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One approach to train the global is entity resolution. It consists of finding the correspondence

between the rows of the training datasets using the sample identifier (Nock et al. (2018)). However,

entity resolution techniques are error-prone. Therefore, Nock et al. (2018) study the effect of entity

resolution on learning performance considering two organizations that aim to perform logistic re-

gression in the cross-feature space. Hardy et al. (2017) follow the same entity resolution approach

for privacy-preserving two-party logistic regression for vertically partitioned data. Secure gradient

descent is used to train the logistic regression model, and the intermediate calculated parameters

are exchanged between the two participating organizations. Additionally, Romanini et al. (2021)

combine Split Neural Networks and Private Set Intersection to train a vertically federated learning

algorithm. Split learning divides the model into segments held by different parties or on different

devices (Gupta and Raskar (2018)). Each model segment transforms its input data into an intermedi-

ate data representation, then transmits it to the next segment until the training process is completed.

During backpropagation, the gradient is also propagated across different segments.

Another approach is using ensemble learning to achieve better predictive performance by com-

bining the predictions from multiple models (Ganaie, Hu, Malik, Tanveer, and Suganthan (2022)).

Ensemble learning involves multiple models combined in some fashion, such as bagging, stacking,

and boosting. Bagging uses decision trees on different samples; stacking uses a meta-model to learn

how to best combine the predictions, and boosting adds ensemble networks sequentially that correct

the predictions made by prior models through a weighted average.

F. Fu et al. (2021), Le et al. (2021), and Cheng et al. (2021) use boosted decision trees, an ensem-

ble algorithm that trains a series of decision trees as weak learners and enhances the model ability

with a boosting strategy. This learning usually involves a scheduler to manage the training routine,

dispatch operations to participants, and collect participants’ computation results. The scheduler

also maintains the decision tree model and the synchronization with the participants. The partici-

pants run the operations dispatched from the scheduler on their training data shard and exchange

necessary messages with the opposite participants.
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3.4 Differentially Private Deep Learning

Deep learning with differential privacy typically involves adding noise to the model’s gradients

during training to protect each individual’s privacy in the training dataset. When all parameters

are treated the same regarding the amount of noise injected, it disregards the different impacts

these parameters have on the model output. Moreover, a uniform privacy budget may compromise

learning, especially when the gradients may be small in proportion to the added noise.

This section reviews two research directions to tackle these challenges. The first trend cus-

tomizes the noise injected into the deep learning model parameters based on the features’ relevance

(N. Phan, Wu, Hu, and Dou (2017) and N. Phan et al. (2019)). The second direction explores dy-

namic privacy budget allocation during the model’s training (Gong, Feng, and Xie (2020), Yu, Liu,

Pu, Gursoy, and Truex (2019), and Lee and Kifer (2018)).

3.4.1 Feature-Adaptive Learning Algorithms

These solutions inject noise into the learning parameters by assessing the feature’s contribution

through Layer wise Relevance Propagation (LPR) (Montavon, Binder, Lapuschkin, Samek, and

Müller (2019)). LPR operates by propagating the prediction backward in the neural network and

computing the relevance of each neuron at each layer based on the messages sent from the previous

layer.

The proposed adaptive mechanism (N. Phan et al. (2017)) injects Laplace noise into the com-

putation of LPR to estimate a differentially private relevance of each input feature to the model’s

output during the preprocessing step using a pre-trained model. Based on the computed feature

relevance, the mechanism distributes adaptive noise into the first hidden layer of the model during

the stochastic gradient descent using the Laplace mechanism.

Unlike N. Phan et al. (2017), the mechanism presented by Gong, Pan, Xie, Qin, and Tang (2020)

adds noise proportional to the feature’s relevance to gradients instead of the hidden layer during the

backward propagation process. Consequently, more noise is added to gradients whose neurons have

less relevance to the model output, while less noise is injected into gradients of neurons that have

more relevance to the model output.
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The heterogeneous Gaussian mechanism introduced by N. Phan et al. (2019) correlates the fea-

ture’s relevance to the loss function fluctuation. Consequently, more noise will be injected into less

sensitive components, or vice-versa, or even randomly redistributed. Features with higher deriva-

tive values in the first hidden layer result in higher loss function calculation. Therefore, they are

assigned a smaller privacy ratio to increase their privacy protection. The computation of the feature

relevance is achieved during the prepossessing step using a pre-trained model.

Although the proposed algorithms adapt the privacy protection to the feature’s relevance, they

are designed for a centralized learning setting. Therefore, they assume a single learning model,

which is not always possible in the vertical federated learning paradigm. Thus, we cannot adopt

them to solve our research problem.

3.4.2 Budget Allocation

Multiple strategies to dynamically allocate the privacy budget are explored by Gong, Feng, and

Xie (2020). The interval increase strategy increases the budget to the maximal value with uniform

steps. The second strategy exponentially raises the privacy budget, implying that the added noise

is reduced slowly in the early epochs and reduced rapidly. A third strategy rapidly decreases the

amount of noise in the early epochs and then gradually in the later stages by logarithmically raising

the privacy budget. These dynamic allocations are designed for multiple participants in the learning

setting; however, the assumption that gradients continuously decrease with each training iteration is

not always correct.

Yu et al. (Yu et al. (2019)) propose an algorithm that assigns a privacy budget proportionally

to the model’s accuracy during the training. The accuracy is assessed periodically using a public

validation dataset. Then, the algorithm compares the accuracy difference to a predefined threshold.

When the accuracy improves, the privacy budget is increased and remains the same otherwise.

Lee and Kifer (Lee and Kifer (2018)) split the privacy budget at each iteration into two portions.

The first portion calculates the optimal learning step to help the gradient descent converge faster.

The remaining privacy budget is used to add noise to the gradients.

Although these dynamic allocation methods (Yu et al. (2019) and Lee and Kifer (2018)) do

not assume that the gradients consistently decrease during the training, they assume a centralized
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learning setting. Therefore, the assumption of a single learning model does not hold in vertical

federated learning, where multiple organizations may have different learning model architectures.
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Chapter 4

Distributed Release of Mobility

Aggregate with Differential Privacy

4.1 Introduction

Mobility data is the cornerstone of many application domains; it is critical to generate valuable

knowledge about users’ behaviour (Ny et al. (2014), L. Wang et al. (2016), and Yin et al. (2017)).

Traffic estimation (Ny et al. (2014)), crowdsensing (L. Wang et al. (2016)), and other IoT applica-

tions (Yin et al. (2017)) are examples of these domains. Some applications require a single data

collection and offline analysis, such as urban planning. While others, such as intelligent transporta-

tion systems, continuously collect and analyze mobility data in real time. However, the collective

release of mobility aggregate may result in privacy breaches (X. Yang, Ren, Lin, and Yu (2016)).

For instance, an attacker may recover a single user’s trajectory solely based on the number of users

present at several locations at each time slot, as demonstrated in the privacy attack by F. Xu et al.

(2017). Moreover, an attacker who knows a person’s work and home locations might infer other lo-

cation traces, even when data is anonymized (the person’s identity is not released) (Zang and Bolot

(2011)).

Existing privacy techniques include k-anonymity (Shou, Shang, Chen, Chen, and Zhang (2013))

and encryption (Q. Li, Cao, and La Porta (2014) and Lu, Liang, Li, Lin, and Shen (2012)). K-

anonymity (Gruteser and Grunwald (2003)) defines an area that includes k users’ locations as a
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cloaking region to prevent a potential adversary from distinguishing between the k users’ locations.

However, this approach is vulnerable to linkage attacks (Krumm (2007)). For example, precom-

puted cloaked regions may not satisfy the privacy requirement of users due to changes in popularity,

resulting in a temporal linkage attack. Furthermore, encryption techniques such as private infor-

mation retrieval may incur significant communication and computation overheads (X. Yang, Wang,

Ren, and Yu (2017)). Moreover, encryption techniques are vulnerable to access pattern attacks.

In this case, an attacker may track the user’s question and response pairs, then connect them with

contextual information to deduce the user’s identity (Islam, Kuzu, and Kantarcioglu (2012)).

Differential privacy (Dwork (2008)) is a technique that quantifies the degree to which an indi-

vidual’s privacy is protected when releasing statistics about a dataset. A trusted data curator collects

data from multiple individuals in a centralized model, adds carefully selected noise, then shares

the final result for analysis. The problem with this model is its vulnerability to privacy attacks, in

which an attacker accesses the data gathered by the data curator before data perturbation takes place

(Murakami and Kawamoto (2018)).

A distributed derivation of differential privacy is local differential privacy (Duchi et al. (2013)).

It enables users to perturb their data before sending it to the untrusted data curator. Local differential

privacy has similar guarantees to traditional differential privacy regarding adversaries’ side infor-

mation and composability. Moreover, local differential privacy eliminates the need for a trusted data

curator and allows users to customize their privacy level. However, when local differential privacy

is used in the continuous setting, the released aggregates’ privacy guarantee deteriorates over time

(Ding et al. (2017)).

Another challenge in applying differential privacy to distributed released of mobility aggregate

is the accumulation of privacy loss with continuous application, which may lead to a poor privacy

guarantee. Several solutions exist to address this problem revolving around managing the privacy

budget to minimize privacy loss while maintaining the mobility aggregate’s utility (Fan et al. (2013),

Fan and Xiong (2014), Yan et al. (2019), Kellaris et al. (2014), Nie et al. (2016), Liang et al. (2019),

and Tudor et al. (2020)). However, these mechanisms are limited because they are not adapted to

local differential privacy.
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This chapter investigates the continuous release of mobility aggregates that guarantees local dif-

ferential privacy. We first define the problem in detail, then lay out the components of our solution.

Following the scenario introduced in Chapter 1, M organizations continuously collect the loca-

tions of a group of moving users over a set of N locations. We assume that the location set, Nk,

covered by each organization Ok are non-overlapping. Each organization, Ok, builds a real-time

mobility data stream, St, containing the number of users present at each location. We define a

mobility data stream as follows:

Definition 8 (Mobility data stream). The stream St = {x1, x2, ..., xt} is a real-time sequence of

mobility aggregate where xi = {xi,L1 , ..., xi,LNk} and xi,Lj corresponds to the number of users

present at a location Lj at timestamp i.

A central server, C, is responsible for gathering every mobility data stream for real-time monitor-

ing or building a historical dataset of the users’ movement. The trust boundary of each organization

excludes C and the other organizations. Moreover, we assume that the communication between the

organizations and C is secure. This setting results in heterogeneous privacy needs since each orga-

nization separately aims to protect its mobility data stream from privacy leaks. Hence, we introduce

the first research question:

RQ1: How can each organization enable differential privacy locally to protect its mobility

data stream?

The application of differential privacy to release the mobility data stream can be seen as query-

ing a static dataset of mobility counts the following question: ”What is the number of users at each

location?” at each timestamp i. Consequently, random noise calibrated using a privacy budget, εi,

needs to be added at each timestamp, i, in the mobility data stream to protect the privacy of the

moving individuals. Based on the composition Theorem 1, the overall privacy loss of the mobility

data stream is the sum of the privacy budgets at each timestamp. However, in a real-time moni-

toring setting, assessing the length of the mobility data stream to derive the privacy budget portion

applicable at each timestamp is impossible. Consequently, we must answer the following.
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RQ2: How to dynamically allocate the privacy budget to prevent mobility data stream’s

privacy leaks?

Another consequence of the repeated application of differential privacy is error accumulation

stemming from the random noise addition, which may lead to poor utility. Naturally, the following

question arises:

RQ3: How to minimize the difference between the accurate mobility aggregate and the pri-

vate release while guaranteeing differential privacy?

Finally, differential privacy introduces enough random noise into the original mobility aggregate

to guarantee the moving individual’s privacy. However, we also need a method to formally assess

the effect of the budget allocation on the aggregate’s accuracy. Therefore, we answer the following.

RQ4: What is the theoretical upper bound between the accurate mobility aggregate and the

private release?

This thesis answers the question presented above as follows:

• We adopt the randomized response algorithm and a similarity threshold between mobility

aggregates to enable differential privacy locally to each organization (RQ1). We present the

detailed algorithm in Section 4.2.1.

• We follow a sliding window approach to allocate the privacy budget dynamically (RQ2).

We determine a budget at each timestamp by balancing the budgets assigned in the previous

window and the remaining timestamps in the current window (Section 4.2.2).

• We minimize the difference between the accurate mobility aggregate and the private release

by reusing the previously released aggregates (RQ3). We adopt the exponential mechanism

to guarantee that this strategy provides a differential privacy guarantee (Section 4.2.3).

• We leverage the widely used α, β-usefulness metric (Section 4.3) to determine the theoretical

upper bound between the accurate mobility aggregate and the private release (RQ4).
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We use two real-world datasets to evaluate our solution (a real-time proximity detection data

stream deployed by a private telecommunication company in Montreal and a stream of bike numbers

statistics of bike stations Capital Bike Share (2016)). We compare our proposed solution with state-

of-the-art algorithms (Kellaris et al. (2014)), and the results show the mean absolute error decrease

by up to 19% (Section 4.4).

4.2 Distributed Release of Mobility Aggregate with Differential Pri-

vacy

We propose an aggregate sharing method using a sliding window. Following the intuition pre-

sented by Kellaris et al. (2014), we define a window that includes w timestamped aggregate releases

with a total privacy budget of ε. However, we improve the utility of the shared aggregate through a

combination of dynamic budget allocation and approximations. Therefore, a sliding window of size

w start at timestamp t and ends at timestamp t+ w − 1.

We determine the private statistics based on the accurate mobility aggregate through three steps:

decision, perturbation, and approximation. As illustrated in Figure 4.1, at every timestamp t, each

organization calculates the mobility aggregate (by counting the users present in each location).

Then, it compares the accurate aggregate locally with the last private release. The similarity test

aims to compare the more efficient approach: approximate the current aggregate with the previous

release, or publish them with the necessary noise. The approximation strategy returns the closest

private release if the aggregates are similar. Otherwise, a privacy budget is assigned to perturb the

accurate aggregate before release.

Algorithm 1 presents the details of the three steps for the private statistic release. We summarize

the used notations in Table 4.1. Algorithm 1 takes as input: (1) the total privacy budget ε, (2) the

accurate location statistic xt, (3) the last private release xl′, and (4) the similarity threshold T . Since

we access the private aggregate at each step, we must ensure that each access’s outcome remains

differentially private for the algorithm to satisfy differential privacy. Moreover, the three steps are

not guaranteed to be executed within the same memory block. For example, an adversary might

capture the outcome decision step result and infer the accurate aggregate. Therefore, the privacy
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Figure 4.1: The three steps of the collective local differential privacy algorithm: the similarity step
compares the previous and current mobility aggregate, the approximation strategy returns the closest
private release, and the perturbation step computes a privacy budget to calibrate the added noise to
the accurate aggregate.

budget allocated to the current timestamp t is εt. It is divided between the three steps as follows

εt = εt
d + εt

p + εt
a. Finally, the overall privacy budget used for the sliding window is ε.

Notation Description
xt Accurate location statistic at current timestamp t
xt
′ Private location statistic at timestamp t
l Last private release timestamp l
w Sliding window size
ε Overall privacy budget
εt Privacy budget allocated at the current timestamp
εt
d The decision step privacy budget

εt
p The perturbation step privacy budget

εt
a The approximation step privacy budget

εt
f Estimated forward budget at timestamp i

εt
b Estimated backward budget at timestamp i

Table 4.1: Used notations for distributed release of mobility aggregate with differential privacy

We divide the overall budget of the sliding window ε into three parts corresponding to the three
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steps. Since the higher the budget, the smaller the distance between the true location statistic and

the perturbed one, we allocate the bulk of the privacy budget to the perturbation step: ε/2. The

budget assigned to the decision and the approximation step is used to either: (1) randomly answer

the similarity test or (2) select the closest private release with differential privacy guarantee. These

steps do not add no perturbation, and thus they require less privacy budget. We assign the budget

ε/4 equally to the decision and the approximation step.

Algorithm 1 The local differential privacy algorithmMt at the current timestamp t

Require: Current mobility aggregate xt, last mobility aggregate release xl′, similarity threshold T ,

sliding window size w, total privacy budget ε

Ensure: Private statistic xt′

1: εt
d ← ε/4 ∗ w

//** The decision step **//

2: Calculate the similarity between xt and xl′ given the threshold T using εta privacy budget

3: if xt and xl′ are similar then
//** The approximation step **//

4: εt
a ← ε/4 ∗ w

5: xt
′ → Approximation strategyM1 with privacy budget εta

6: else
//** The perturbation step **//

7: εt
p ← Privacy budget allocation method

8: xt
′ = xt +Noise(εt

p)

9: end if

4.2.1 Decision Step

A dataset Dt is formed at each timestamp t, with d attributes. Each row in Dt corresponds to an

individual user. The decision step examines how similar the current and the last privately released

aggregates are. A new private aggregate computation is needed if the aggregates are not similar.

MAE values determine the statistical similarity calculated below:

MAE = ‖xt − xl′‖ (12)
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where the vector xt denotes the aggregates computed from the datasetDt at timestamp t. Timestamp

l is where private aggregates xl′ are last calculated.

The decision step takes as input: (1) the current mobility aggregate xt, (2) the last private release

xl
′, and (3) the comparison threshold T . It begins with the comparison of xt and xl′ with regards to

the threshold T . The randomized response mechanism is then applied to the similarity result using

a portion of the privacy budget εtd. Recall in Chapter 2 that the randomized response satisfies local

differential privacy. This property ensures that the decision step guarantees local differential privacy.

Unlike the existing w-event privacy algorithms that require calculating the MAE of the dataset

involving all users to perform the similarity test (Equation 12), our solution runs the similarity test

locally for every single user. The decision step consumes a budget of ε/4 ∗ w at each timestamp.

The algorithmMt at timestamp t is the sequence of the decision algorithmM1,t and the per-

turbation algorithm M2,t. The decision algorithm M1,t is defined in Algorithm 2. It takes the

inputs as the current location statistic xt, the last private release xl′, and the comparison threshold

T . It starts by comparing xt and xl′ with respect to T . Then the randomized response mechanism

is executed on the result of the similarity calculation.

Algorithm 2 The decision algorithmM1,t

Require: Current mobility aggregate xt, last mobility aggregate release xl′, similarity threshold T

Ensure: Similarity result vt′

1: Calculate similarity: Tt = xt − xl′

2: vt = (Tt > T )

3: vt
′ =


1, with probability p

0, with probability p

vi with probability 1 - 2 ∗ p

4.2.2 Perturbation Step

If the similarity is beyond the threshold T , the perturbation step uses εtp, a privacy budget piece,

to perturb the accurate mobility aggregate xt. First, we present the privacy budget allocation strategy

used to calculate εtp. Then, we review the two random noise generation algorithms that can be used

for the mobility aggregate perturbation.
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Algorithm 3 presents the steps of the privacy budget allocation method. The algorithm takes as

input: (1) the previously allocated budget within w window (ε1, ..., εt−1) and (2) last private release

timestamp l. We determine the optimal privacy budget value to allocate at the current timestamp t

based on two standpoints: forward and backward sliding window projections. Figure 4.2 illustrates

an example of the privacy budget allocation. The forward sliding window starts at the last private

release l, while the backward window at timestamp t + 1 − w. Both sliding windows contain w

timestamps. From the standpoints of the two windows, we compute the privacy budget. Then, to

avoid depleting the privacy budget, we choose the smallest of the two values.

The random noise generation mechanism uses the privacy budget εtp, allocated to timestamp t,

to calibrate the noise added to the accurate statistics. Two different probability distributions may

be used in the perturbation mechanism; the Laplace distribution and the staircase distribution. The

staircase algorithm is an alternative to the Laplace mechanism, where the functional form of the

distribution is optimized to minimize the noise variance. The distribution shape is a piecewise

discontinuous step function, tapering off geometrically on both sides. We explore in the experiment

section the impact of the different random noise generation mechanisms on the collective local

differential privacy algorithm’s utility.

Algorithm 3 The perturbation step privacy budget allocationMt,2

Require: Previously allocated budget within w window (ε1, ..., εt−1), last private release times-

tamp l

Ensure: Allocated budget εtp

//Forward sliding window projection

1: Compute the timestamps remaining in the forward sliding window projection r = w − t+ l

2: Compute the privacy budget left for the forward sliding window projection εremaining = ε/2−εl
3: Compute the estimated forward budget εtf = εremaining/r

//Backward sliding window projection

4: Compute the privacy budget left for the backward sliding window project t + 1 − w:

εremaining = ε/2−
∑t−1

j=t−w+1 εj

5: Compute the estimated backward budget εtb = εremaining/2

6: Return the minimum of the two estimated budgets εtp = min(εt
f , εt

b)
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Figure 4.2: We illustrate the privacy budget allocation with an example, where w=3 and 6 times-
tamps. Assume that the decision step returns a dissimilarity for timestamps 1, 2, 3, 4, and 6. At
timestamps 5, the statistics are similar. Therefore, the released statistics is approximated, and no
budget is used for the perturbation step. For the first timestamp 1, the last privacy budget allocated
is 0, and the forward sliding window projection has w timestamps. Consequently ε1f = ε/6. Also,
the backward sliding window did not consume any privacy budget, then ε1b = ε/4. The minimum
value of ε1b and ε1f is assigned to εip = ε/6. The same logic is used for timestamps 2, 3, and 4. We
perform the same calculation for the budget distribution and the budget absorption approaches. For
all the approaches, the privacy budget within a window of 3 timestamps never exceeds ε/2.

4.2.3 Approximation Step

Releasing the last private mobility aggregate xl′ has the advantage of not using any privacy

budget as it maximizes the privacy budget values for the perturbation step, optimizing the privacy

budget consumption. However, this approximation strategy may lead to utility loss.

For example, let us consider consecutive timestamps t and t+1 with mobility aggregates similar

to the last private release xl′, meaning that the original aggregates are within the interval |xl′ −

T, xl
′ + T |. The released mobility aggregate stays the same (xl′), even if the aggregates have

changed by up to |xt − xt+1| ' 2T . Therefore, this approach s in a loss of utility by hiding a

significant change in the accurate aggregates.

To solve this problem, we select the aggregates xj ′ that is closest to the accurate mobility aggre-

gate xt. Our solution uses the exponential mechanism (McSherry and Talwar (2007)). The details
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of our new exponential approximation approach are described in Algorithm 4. The key idea is to

store private releases. Then, we approximate the released private aggregate with the closest private

release to the accurate mobility aggregate. This approximation requires retrieving the accurate ag-

gregate to assess the closest private release. Therefore, we must dedicate a privacy budget to the

approximation strategy to guarantee differential privacy.

The algorithm takes as input: (1) the accurate mobility aggregate at current timestamp xt, (2)

the previous releases xj ′j ∈ {1, l}, (3) the similarity threshold T , and (4) the privacy budget εta.

The notations are defined previously in Table 4.1. We choose the exponential mechanism with a

score function u designating the distance between the current mobility aggregate and the previous

private releases. Adding or deleting a user modifies the counts by at most 1. Hence, the utility

function u has a global sensitivity of one.

Algorithm 4 The exponential approximation strategyM3,t

Require: Current mobility aggregate xt, historical mobility aggregate releases xj ′j ∈ {1, l}, simi-

larity threshold T , approximation budget εta

Ensure: Approximated release xt′

1: if @xj ′, j ∈ {1, l} such that xj ′ ∈ [xt − T, xt + T ] then
2: return xl′

3: else
4: for xj ′, j ∈ {1, t} such that xj ′ ∈ [xt − T, xt + T ] do
5: Calculate the score function u→ |xt − xj ′ |
6: Allocate probability as exp(εtau/2)

7: end for
8: return xt′ with probability ∝ exp(εtau/2)

9: end if

4.3 Formal Privacy and Utility Analysis

This section presents the formal analysis of Algorithm 1 from the privacy and utility perspec-

tives.
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4.3.1 Privacy Analysis

Algorithm 1 is composed of three steps: decision (Algorithm 2), perturbation (Algorithm 3),

and approximation (Algorithm 4). To prove that Algorithm 1 guarantees ε-differential privacy in

any sliding window, we need to prove that each step individually provides the same guarantee.

Let us consider the mobility data stream St = {x1, x2, ..., xt}. Guaranteeing ε-differential pri-

vacy in any sliding window means that the summation of the privacy budgets for algorithms 2, 3,

and 4 on the total timestamps is below ε. Below, we prove that Algorithms 2, 3, and 4 satisfy differ-

ential privacy on any sliding windows of St with the privacy budgets ε/4, ε/2, and ε/4, respectively.

Then, we prove that Algorithm 1 guarantees ε-differential privacy in any sliding window on St.

Theorem 3. The decision step (algorithm 2) satisfies differential privacy with the budget ε/4 on

any sliding windows of the mobility data stream St.

Proof. First, we prove that the algorithm is differentially private at each timestamp i. Then, we

demonstrate the same guarantee on any sliding window. Let vi be the result of comparing the

aggregate mobility similarity between the current timestamp, xi, and the last release, xl′. When the

aggregates are similar (vi = 1), the probability ofM1,i outputting a corresponding similarity result,

v′i = 1, is the sum of 1−2∗p and p. While the probability of outputting a converse similarity result,

v′i = 1, is p. Therefore,

Pr[v′i = 1 | vi = 1]

Pr[v′i = 1 | vi = 0]
=
p+ 1− 2× p

p
=

1− p
p

Applying similar reasoning to dissimilar aggregates, we obtain the following:

Pr[v′i = 0 | vi = 0]

Pr[v′i = 0 | vi = 1]
=

1− p
p

Therefore, M1,i is ln〈1−pp 〉-differentially private because the degree of indistinguishability between

the two possible inputs “0” and “1” given an observed output v′i is ln〈1−pp 〉. According to the se-

quential composition theorem (Theorem 1), for any sliding window of size w, and at any timestamp

i in the stream St, the privacy budget consumed byM1 within the sliding window is the sum of the

privacy budgets ofM1,k such that i− w + 1 ≤ k ≤ i. Therefore the privacy budget ofM1 within
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a sliding window w is:

ε

4
=

k=i∑
k=i−w+1

ln(
1− p
p

) = w × ln(
1− p
p

)

where p is 1

e
ε

4w +1
Therefore, M1 satisfies differential privacy with the privacy budget ε/4, which

concludes the proof.

Theorem 4. The perturbation step (Algorithm 3) satisfies differential privacy with the budget of ε/2

on any sliding windows of the mobility data stream St.

Proof. The perturbation step (Algorithm 3) is composed of the sequence {M2,1,..., M2,t}, such

thatM2,i is a mechanism that perturbs xi at timestamp i. To show that Algorithm 3 provides ε/2-

local differential privacy on all sliding windows of w timestamps, we first show that eachM2,i is

εi
p-differentially private. Then, we demonstrate that the sum of εip within a w sliding window is

below ε/2.

Since a mobile user can be at only one location at a time, the change in the mobility aggregate,

xi (number of mobile users at timestamp i), is at most 1. Hence, the global sensitivity (Equation

4) is 1, and applying Laplace noise with the scale 1/εi
p, as described in Definition 3 makes the

algorithmM2,i εi
p-differentially private.

Now, we show that
∑j=i

j=i−w+1 εi
p ≤ ε/2, for every timestamp i.

j=i∑
j=i−w+1

εj
p =

j=i∑
j=i−w+1

min(εfj , ε
b
j)

≤ min(

j=i∑
j=i−w+1

εfj︸ ︷︷ ︸
L

,

j=i∑
j=i−w+1

εbj︸ ︷︷ ︸
R

)

Because i+ 1−w is the last private release, we substitute l with i+ 1−w and i with 2−w+ i in
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Algorithm 3. We obtain:

j=i∑
j=i−w+1

εfj = εi−w+1 +

i∑
i−w+2

(ε/2− εi−w+1)/(1 + w)

= εi−w+1 + (w − 1)× (ε/2− εi−w+1)/(1 + w)

≤ εi−w+1 + (ε/2− εi−w+1) = ε/2

Therefore L =
∑j=i

j=i−w+1 ε
f
j ≤ ε/2.

Similarly, we have:

j=i∑
j=i−w+1

εbj = ε/2−
j=i∑

j=i−w+1

εi−w+1/2
j

Suppose that, without loss of generality, the maximum budget value (ε/2) is available at timestamp

1− w + i. Based on line 5 in Algorithm 3, εi−w+1 = (ε/2)× (1/2). Therefore:

j=i∑
j=i−w+1

εbj =

j=w∑
j=1

(ε/2)× (1/2j) = ε/2×
j=w∑
j=1

(1/2j)

= ε/2× (1− 1/2w) ≤ ε/2

Consequently, R =
∑j=i

j=i−w+1 ε
b
j ≤ ε/2 and:

j=i∑
j=i−w+1

εj
p ≤ min(

j=i∑
j=i−w+1

εfj ,

j=i∑
j=i−w+1

εbj) ≤ ε/2

Theorem 5. The approximation step (Algorithm 4) satisfies differential privacy with the budget of

ε/4 on any sliding windows of the mobility data stream St.

Proof. The approximation algorithm (Algorithm 4) on St is composed of the sequence {M3,1,...,

M3,t} such that M3,i is a mechanism that perturbs xi at timestamp i. We apply the exponential

algorithm at each M3,i with the budget εia = ε/4 ∗ w. According to Definition 4, every M3,i
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satisfies local differential privacy with the budget εia.

According to Theorem 1, Algorithm 4 uses the privacy budget
∑i

i−w+1 εi
a within a w sliding

window. Since we allocate ε/4 ∗ w to the privacy budget for the approximation strategy, then∑i
i−w+1 εi

a = ε/4. We conclude that Algorithm 4 satisfies differential privacy with the budget of

ε/4 on any sliding windows of the mobility data stream St.

Theorem 6. The collective local differential privacy algorithm (Algorithm 1) guarantees ε-local

differential privacy on any sliding windows of the mobility data stream St.

Proof. We apply the sequential composition theorem (Theorem 1) to the three steps in the collec-

tive local differential privacy algorithm. Therefore, the privacy budget used by Algorithm 1 is the

addition of the privacy budgets used by the similarity step (Algorithm 2), the perturbation step (Al-

gorithm 3), and the approximation step (Algorithm 4). Based on theorems 3, 4, and 5, the similarity,

perturbation, and approximation algorithms satisfy differential privacy on all sliding windows of w

timestamps with the budgets ε/4, ε/2, and ε/4, respectively. Hence, Algorithm 1 provides differen-

tial privacy on all sliding windows of w timestamps with a budget of ε = ε/4 + ε/2 + ε/4.

4.3.2 Utility Analysis

To formally determine the theoretical upper bound between the accurate mobility aggregate, xi,

and the private release, xi′, we define the following distance error DE:

DE = xi − xi′ (13)

We leverage the widely used utility definition, provided by Blum, Ligett, and Roth (2013), to

show that Algorithm 1 is (α,β)-useful w.r.t. DE for every timestamp in the sliding window. This

utility metric defines a mechanism as useful when its output (perturbed aggregate) approximates

well the accurate aggregate. Formally:

Definition 9 ((α,β)-usefulness (Blum et al. (2013))). A privacy mechanismM is (α,β)-useful w.r.t

a query q ifM meets the following for every dataset X and X̂ = M(X), with a probability of at
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least 1-β:

q(X̂)− q(X) ≤ α (14)

Since the private release, xi′, is the result of either a perturbation or an approximation, we must

show that Algorithm 1 is (α,β)-useful for both cases.

Lemma 1. Suppose a timestamp i where the mobility aggregate is perturbed. The difference, DE,

between the true aggregate, xi and the private release, xi′, is less than α with a probability of at

least 1− β:

Pr[DE ≤ α] > 1− β

Here, α ≥ − ln(2∗β)
εi

.

Proof. The noise added at each timestamp i is proportional to Lap( 1
εi

). Therefore:

Pr[Lap(
1

εi
) > α] =

∫ ∞
α

εi
2
e−x∗εidx

Let β =
∫∞
α

εi
2 e
−x∗εidx, then:

∫ ∞
α

e−x∗εidx =
2 ∗ β
εi

− 1

εi
e−x∗εi

∣∣∣∞
α

=
2 ∗ β
εi

−e−α∗εi = 2 ∗ β

α = − ln(2 ∗ β)

εi

Therefore, when α ≥ − ln(2∗β)
εi

, the error DE induced by Algorithm 1, at a timestamp where

the location statistic is perturbed is limited within α with high probability (1-β).

Lemma 2. Suppose a timestamp i where statistics are approximated. The difference, DE, between
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the true aggregate, xi and the private release, xi′, is less than α with a probability of at least 1−β:

Pr[DE ≤ α] > 1− β

Here, α > T
β .

Proof. DE depends on the aggregate xi′ selected by the exponential approximation algorithm

(Algorithm 4). Let {x1
′, x2

′, ..., xm
′} be the m previously released private aggregates such that

xk
′ ∈ [xi − T, xi + T ] for every k ∈ {1, ..,m}. Algorithm 4 selects an aggregate, xk ′, with proba-

bility exp(εia|xi − xk ′|/2∆u) with k ∈ {1, ..,m}. Given that the score function sensitivity is one

and our privacy budget allocation scheme, εia is ε/4 ∗ w. Based on Markov’s inequality, we have:

E[DE]

α
≥ Pr[DE > α]

⇒ 1− E[DE]

α
< Pr[DE ≤ α]

Next, we evaluate E[DE].

E[DE] =
k=m∑
k=1

(|xi − xk ′|) ∗ exp(
ε ∗ |xi − xk ′|

8 ∗ w
/n)

n is the probability normalization factor
∑k=m

k=1 exp( ε∗|xi−xk
′|

8∗w ). For all k ∈ {1, ..,m}, we have

[xi − T, xi + T ]. Therefore, the maximum distance between xi and xk ′ with k ∈ {1, ..,m} is T .

Then:

E[DE] ≤ T

Pr[DE ≤ α] > 1− T

α

Let 1− T
α > 1− β, then α > T

β , which concludes the proof.

Based on lemmas 1 and 2, we can conclude the following theorem:

Theorem 7. For all sliding windows of size w, for all timestamps i where the statistics are per-

turbed, we have Pr[DE ≤ α] > 1 − β for α ≥ − ln(2∗β)
εi

, and for all timestamps i where the
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Figure 4.3: Telecommunication dataset: Proximity detection devices capture the number of nearby
users at each timestamp. To protect the participants’ privacy, the collective differential privacy
algorithm (Algorithm 1) is applied at each device.

statistics are approximated, we have Pr[DE ≤ α] > 1 − β for α > T
β . Therefore, Algorithm 1 is

(α,β)-useful.

4.4 Experimental Evaluation

We evaluate our algorithms’ utility on two real-world datasets using multiple metrics. We design

several experiments that isolate and compare algorithms 2, 3, and 4 performances to state-of-the-art

solutions. The source code used to realize our empirical evaluation is publicly shared 1.

4.4.1 Datasets and Metrics

The first dataset we use is a real-time proximity detection system deployed by a private telecom-

munication company in Montreal. As illustrated in Figure 4.3, three proximity detection devices are

deployed in downtown Montreal. The devices continually gather data about users within their con-

nectivity range through Wi-Fi. Then, each device calculates the total number of nearby users. The

overall time for data collection is 1 hour, and it contains 6054 timestamps.

The second dataset is a popular bicycle-sharing system in Washington, D.C. Capital Bike Share

(2016). As shown in Figure 4.4, the dataset captures trip details containing bike numbers, start
1https://github.com/FatimaErrounda/CollectiveLocalDifferentialPrivacy.git
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Figure 4.4: Bikeshare dataset: The collective local differential privacy algorithm (Algorithm 1) is
applied to the number of bike owners at each bike station. Then, the resulting private number of
bike owners is shared.

and end stations, and start and end timestamps. The Bikeshare dataset is published quarterly; we

use the first four months of 2016, which contain 3817 bike trajectories. We transform them into a

dataset of 368 bike stations with the number of bikes stationed at each timestamp resulting in 52034

timestamps.

We compare the private and the accurate aggregates using the following metrics: Mean Abso-

lute Error (MAE), Relative Mean Error (RME), and Root Mean Square Error (RMSE), defined in

Equations (15), (16), and (17). MAE and RMSE measure the degree of variation of a changing

quantity. They indicate the difference between the accurate mobility aggregate and the private re-

lease without factoring in the accurate aggregate. However, RMSE is more sensitive to higher error

values because the error is squared. Therefore, we capture RME, which is more sensitive to the

original aggregate value. Indeed, RME multiplies the aggregate with its difference with the private

release.

MAE =
1

n

n∑
i=1

|xi − x′i| (15)

RME =
1

n

n∑
i=1

|(xi − x′i) ∗ xi| (16)

RMSE =

√√√√ 1

n

n∑
i=1

(xi − x′i)2 (17)

where xi is the accurate mobility aggregate, x′i is the private release, and n is the number of aggre-

gates.
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4.4.2 Comparison Frameworks

We compare our algorithms to the state-of-the-art from three perspectives: random noise mech-

anism, privacy budget allocation, and approximation approach:

• Random noise mechanism: Once Algorithm 3 determines the privacy budget, εpi , allocated

to the timestamp i, it calibrates the added noise using εpi . We introduced the Laplace mecha-

nism (Definition 3) as one of the most commonly used mechanisms. The staircase mechanism

is another noise generation algorithm presented by Geng and Viswanath (2016) to optimize

the Laplace mechanism w.r.t utility by a piecewise representation. It is defined as follows:

Definition 10 (Staircase Mechanism (Geng and Viswanath (2016))). The staircase algorithm

has the following probability density function:

fγ(x) =



a(γ), x ∈ [0, γ∆q)

e−εa(γ), x ∈ [γ∆q,∆q)

e−kεfγ(i− k∆q), x ∈ [k∆q, (k + 1)∆q) for k ∈ N

fγ(−x), x < 0

where a(γ)
def
= 1−e−ε

2∆q(γ+e−ε(1−γ))
, ∆q is the global sensitivity.

a(γ) is set to make sure that integrating fγ(x) over all real numbers results in a value of 1; in

other words, the area under the curve must be equal to 1 (Geng and Viswanath (2016)).

• Privacy budget allocation: Two privacy budget allocations within a sliding window are pre-

sented by Kellaris et al. (2014). The first approach (Budget Distribution (BD)) assigns an

exponentially decreasing privacy budget portion to each timestamp. Consequently, the first

timestamps in the sliding window consume a higher budget than the last ones. Therefore,

this approach favours the earlier timestamps in the window with exponentially more budget

than the later ones. The second approach (Budget Absorption (BA)) initially allocates an

equal privacy budget ratio to all the timestamps within the window. When a private release is

unnecessary at a given timestamp, the corresponding privacy budget is reused for later times-

tamps within the same sliding window. This approach cancels computing a private release at
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specific timestamps to avoid exhausting the privacy budget within a sliding window.

• Last private release approximation: With a privacy budget allocation strategy comes the

necessity to decide the private aggregate to release on the timestamps where the privacy bud-

get is not used. The state-of-the-art approach is to release the last computed private aggregate

(Kellaris et al. (2014) and H. Li, Xiong, Jiang, and Liu (2015)).

4.4.3 Experiment Design and Results

We design seven experiments to assess our algorithms’ performance. To evaluate the effect of

enabling each organization to protect its mobility data stream on utility, experiment 1 captures the

added noise variance and experiment 2 varies the noise generation mechanisms. Next, we compare

the privacy budget allocation with state-of-the-art methods in experiments 3, 4, and 5. Finally,

we assess our strategy to minimize the difference between the accurate mobility aggregate and the

private release in experiments 4, 5, 6, and 7. We conduct all the experiments on a Windows 10

machine using Python 3.6.5 with 12GB RAM and AMD Core 4 CPU 2.5GHz. We repeated the

experiments 50 times, and below are their descriptions and results:

Experiment 1 (RQ1) Assesses how the overall privacy budget affects the utility of the privately

released mobility data stream.

Setup: We fix the sliding window size (w = 4), vary the budget ε between 1.1 and 1.9 and gen-

erate random noise using the Laplace mechanism. We capture the difference between the original

mobility aggregate and private release.

Results: As illustrated in Figure 4.5, the medians do not change significantly for different values

of ε showing that our solution provides a practical utility with a strong privacy guarantee.

Experiment 2 (RQ1) Evaluates the effect of the noise generation mechanism used by each orga-

nization on the mobility data stream utility.

Setup: We set the window size to w = 10 and vary the total privacy budget ε from 1 to 50.

Then, we generate the added noise using Laplace and Staircase mechanisms. The value of γ is
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Figure 4.5: Perturbation error vs ε

set to 1

1+e
ε
2

for the Staircase algorithm to decrease the amplitude of the applied noise (Geng and

Viswanath (2016)). Finally, we calculate the average values of the metrics.

Results: Our proposed privacy budget allocation (Algorithm 3) is not sensitive to the underlying

noise generation mechanism. As illustrated in Fig 4.6, the utility of our collective local differential

privacy algorithm is similar to either the Laplace or the Staircase mechanisms.

Experiment 3 (RQ2) Compares the utility of the mobility data stream when using Algorithm 3 to

the state-of-the-art (Uniform, BA Kellaris et al. (2014), and BD Kellaris et al. (2014)) for different

sliding window sizes.

Setup: We vary the window size and fix the privacy budget ε to 1.

Results: We observe in Figure 4.7a that the MAE is comparable for our algorithm and BA.

Similar to BA, we initialize the privacy budget uniformly. However, unlike BA, we do not cancel

future releases because of the unpredictability of the randomized response similarity test. We solve

this issue by bounding the privacy budget used by the future timestamps with the remaining privacy
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(a) Telecommunication dataset (b) Bike Share dataset

(c) Telecommunication dataset (d) Bike Share dataset

(e) Telecommunication dataset (f) Bike Share dataset

Figure 4.6: Effect of the underlying noise generation mechanism on the utility of the collective local
differential algorithm
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(a) MAE (b) RMSE

Figure 4.7: Perturbation error vs w

budget from the backward projection of the sliding window. The RMSE of our solution is slightly

higher than BA, as shown in Figure 4.7b. This difference is because our solution may result in more

private releases on a data stream. The total number of releases in a stream in both solutions relies on

testing the similarity of the statistics at each timestamp. However, BA cancels some private releases

to absorb the privacy budget. In contrast, the total number of releases in our solution depends on

the randomized response parameter p that remains mostly the same with the increase of the sliding

window size w. BD gives the highest MAE and RMSE compared to BA and our perturbation step.

Experiment 4 (RQ2 and RQ3) Assesses the gain in utility between the last private release (Kel-

laris et al. (2014)) and the exponential approximation strategies (Algorithm 4) with the perturbation

step (Algorithm 3).

Setup: We vary the window size w, set the privacy budget ε to 1.0, and capture the average

values of the utility metrics.

Results: The exponential step outperforms the last private release (Kellaris et al. (2014)) and

the uniform budget distribution based on the three utility metrics. MAE results are shown in Figures

4.8a and 4.8b for the telecommunication, and the Capital Bikeshare data, respectively. We can see

the same outcome from Figures 4.8c, 4.8d, 4.8e, and 4.8f for RME and RMSE, respectively. This

result further verifies that our exponential approximation strategy reduces the difference between
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the true and the private statistics, leading to better utility.

Experiment 5 (RQ2 and RQ3) Evaluates the computational overhead of the exponential approx-

imation strategy (Algorithm 4).

Setup: We vary the sliding window size w, set the privacy budget ε to 1.0 and, we calculate the

average execution time at each sliding window size with the perturbation step (Algorithm 4) and the

state-of-the-art algorithms (BA Kellaris et al. (2014) and BD Kellaris et al. (2014)).

Results: All the presented solutions scale almost linearly with the window sizew. The exponen-

tial approximation incurs a higher computational cost than the last private release in all the solutions,

as illustrated in Figure 4.9. This difference is justified by the additional processing required by the

approximation step to sample the closest private release, unlike the last private release (Kellaris et al.

(2014)) returns the memorized private statistic from the last release without additional processing.

Experiment 6 (RQ3) Compares the gain in utility between the last private release (Kellaris et al.

(2014)) and the approximation step (Algorithm 4) for the state-of-the-art BD (Kellaris et al. (2014)).

Setup: We vary the window size w and set the privacy budget ε to 1.0. We execute the experi-

ments 50 times, then calculate the average values of the metrics.

Results: The approximation step improves the utility of BD (Kellaris et al. (2014)). Figures

4.10a and 4.10b show that the approximation step gives smaller MAE values than the last private

release (Kellaris et al. (2014)) and the uniform budget distribution. However, RME values of the

uniform budget distribution for the bike dataset (Figure 4.10d) are smaller than the last private

release and the approximation step. This difference is because BD, with the last private release,

gives higher RME values than the uniform budget distribution. Therefore, despite the improvement

achieved by the exponential approximation, the resulting RME remains larger than the uniform

budget distribution. Moreover, as shown in Equation 16, RME is sensitive to the original value

of the data. Therefore, the difference between the accurate and perturbed aggregates is multiplied

by the original aggregate. This explains the difference in results between the two datasets. Unlike

the bike dataset, the approximation step gives smaller RME values than both the uniform budget

distribution and the last private release (Figure 4.10c). For both RMSE (Figures 4.10f and 4.10e)
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and RME, the approximation step gives better values than the last private release, improving the

utility of the BD algorithm.

Experiment 7 (RQ3) Evaluates the gain in utility between the last private release (Kellaris et al.

(2014)) and the approximation step (Algorithm 4) for the state-of-the-art BA (Kellaris et al. (2014)).

Setup: We vary the window size w and set the privacy budget ε to 1.0. We execute the experi-

ments 50 times, then calculate the average values of the metrics.

Results: The approximation step improves the utility of BA (Kellaris et al. (2014)). MAE results

are illustrated in Figures 4.11a and 4.11b for the telecommunication and the Capital Bikeshare data,

respectively. Similar to Experiment 7, the approximation step outperforms the last private release

and the uniform budget distribution. The same outcome is illustrated for RME (Figures 4.11c and

4.11d) and RMSE (Figures 4.11e and 4.11f). This result shows that our approximation step leads to

a better utility.

4.4.4 Discussion

Our experimental evaluation showcased the utility improvement of our budget allocation and

approximation method. For instance, the medians of the added noise do not change significantly for

different values of ε shows the practicality of our local privacy mechanism. Moreover, our solution

supports multiple noise-generating mechanisms (Laplace or Staircase probability distribution). Fi-

nally, based on the comparison experiments, it is clear that our solution outperforms state-of-the-art

methods in absolute and relative error.

4.4.5 Threat to Validity

We identify one source of threat to validity. The state-of-the-art algorithms (Kellaris et al.

(2014)), as well as our algorithm, are data-dependent. The decision step result relies on the similar-

ity between the current statistic and the last private release. Consequently, we chose two different

real-life datasets for our utility assessment. The telecommunication dataset is captured from a real-

time environment for only one hour, while the Bikeshare dataset is historical data of four months.

Also, the Bikeshare dataset contains 368 data streams with different lengths. This difference gives
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the advantage of testing the utility of the approximation strategy in datasets of varied natures, prov-

ing our solution’s validity.

4.5 Summary

In this chapter, we design an algorithm guaranteeing local differential privacy for location statis-

tics collective release. We design a dynamic privacy budget allocation and define a new approxima-

tion strategy that reduces the perturbation error. We leverage the exponential algorithm to release

the private and closest statistic to the accurate location statistic. Also, we formally analyze our

method’s privacy and utility. Experiments on real datasets demonstrate that our algorithm enhances

the existing state-of-the-art techniques’ utility. In the future, we want to improve the performance

of the exponential approximation strategy execution time. Finally, we would like to investigate an-

swering more sophisticated queries on the collective data, such as range queries, with little utility

loss.
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(a) Telecommunication dataset (b) Bike Share dataset

(c) Telecommunication dataset (d) Bike Share dataset

(e) Telecommunication dataset (f) Bike Share dataset

Figure 4.8: Effect of the approximation strategy on the collective local differential privacy algorithm
utility
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(a) Telecommunication dataset (b) Bike Share dataset

(c) Telecommunication dataset (d) Bike Share dataset

(e) Telecommunication dataset (f) Bike Share dataset

Figure 4.9: Effect of the window size w on the execution time of the collective local differential pri-
vate algorithm (4.9a, 4.9b), the budget absorption approach (4.9c, 4.9d), and the budget distribution
approach (4.9e, 4.9f)
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(a) Telecommunication dataset (b) Bike Share dataset

(c) Telecommunication dataset (d) Bike Share dataset

(e) Telecommunication dataset (f) Bike Share dataset

Figure 4.10: Effect of the approximation strategy on the utility of budget distribution approach
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(a) Telecommunication dataset (b) Bike Share dataset

(c) Telecommunication dataset (d) Bike Share dataset

(e) Telecommunication dataset (f) Bike Share dataset

Figure 4.11: Effect of the approximation strategy on the utility of the budget absorption approach
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Chapter 5

A Mobility Forecasting Framework with

Vertical Federated Learning

5.1 Introduction

With the prevalence of mobile devices and location-based services, forecasting human mobility

has become essential in ubiquitous computing. For example, mobility data may help alleviate traffic

congestion (Kothai et al. (2021)), control traffic lights (H. Wei, Zheng, Yao, and Li (2018)), and

improve the efficiency of traffic operations (Rao and Vazquez (2020)). Moreover, data on travel

history can help evaluate the effectiveness of non-pharmaceutical interventions and forecast the

spread of COVID-19 (Ilin et al. (2021)).

Currently, most mobility forecasting approaches (Singh et al. (2020), W. Li et al. (2019), and

S. Guo, Lin, Li, Chen, and Wan (2019)) adopt a centralized learning strategy by transferring the

entire mobility data to a data center to learn the prediction model. Alternatively, distributed learning

methods (Feng, Rong, Sun, Guo, and Li (2020) and Zhang et al. (2021)) focus on horizontal feder-

ated learning, where each organization has a subset of samples covering the entire mobility location

domain. However, mobility data typically pertains to independent organizations with different lo-

cations regions. Therefore, the learning methods need to cater to vertically distributed data.

The first challenge we identify in mobility vertical federated forecasting is that since each or-

ganization only holds a location domain subset, none can tackle a forecasting model encompassing
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Figure 5.1: System model: our main focus is to design a learning framework that coordinates the
learning between multiple organizations to make mobility forecasting.

the whole location domain. Therefore, this raises the following research question:

RQ1: How to achieve forecasting on the entire location domain when the individual locations

belong in separate organizations’ datasets?

Vertically distributed mobility data compromises the spatio-temporal correlation between loca-

tions hindering learning. Hence, compromising the forecasting accuracy. Therefore, we define the

second research question as follows:

RQ2: How can the spatio-temporal correlation between distributed locations be recon-

structed to provide mobility count forecasting?

This work proposes a mobility vertical federated forecasting (MVFF) framework that allows the

learning process to be jointly conducted over vertically partitioned data belonging to multiple orga-

nizations. MVFF enables the forecasting of mobility predictions covering a joint location domain.

We summarize our contributions as follows:
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• Mobility Vertical Federated Forecasting (MVFF) framework is a cross-organization collab-

orative learning framework composed of three components: local models, a global model,

and a learning collaborator. The local models independently embed the spatio-temporal cor-

relation in each organization dataset. The global model combines the learning from the local

models to incorporate the correlation between all locations in the location domain. The learn-

ing collaborator synchronizes the learning between the global and local models.

• Temporal synchronization module (RQ1): resides in the learning collaborator. Leverages a

buffer that stores the local model parameters sent from the organizations with their corre-

sponding timestamps. The timestamps correspond to the training period time performed by

the organization.

• Spatial synchronization module (RQ2): resides in the learning collaborator. Leverages a map

building that organizes the local model parameters to cover the location domain, then triggers

the spatial correlation learning via the global model.

• We evaluate MVFF’s performance over two real-world datasets with four variables: two local

(LSTM, GRU) and two global (CNN, GNN) models. We also perform a comparison with

other state-of-the-art models. Experimental results demonstrate that the two datasets’ mean

percentage error performance gains are up to 12% and 4% compared to the state-of-the-art,

respectively.

The rest of this chapter is structured as follows. Section 5.2 gives the details of the problem defi-

nition. Section 5.3 describes the details of the framework, and Section 5.4 explains the experimental

evaluation results.

5.2 Problem Statement

In this section, we introduce the system model in which we propose our solution and present the

problem’s definition.
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5.2.1 System Model

We consider a set of M organizations (or data owners) O = {O1, ..., OM} that jointly train a

learning model without sharing their respective datasets, as illustrated in Figure 5.1. The learning

coordinator, C, is responsible for orchestrating the global learning objective across the organizations.

We denote Di = {xDit }dt=1 where xDit represents the t-th row of the organization Oi, and each

column corresponds to a location. Each row, xDit,Lj , corresponds to the count of entities of interest at

location Lj . Finally, n is the combined number of locations from all organizations.

After obtaining the trained learning model, C makes predictions XT +1 = {xL1
T +1, x

L2
T +1, ...,

xLnT +1} denoting the mobility counts at locations {L1, ..., Ln}, at timestamp T + 1. Table 5.1

summarizes the frequently used notations.

Notation Description
Oi Organization i
Di Organization i’s dataset
M Number of organizations
C Learning coordinator
xDit the t-th row of the organization Oi
n Number of locations
T Mobility count observations length
XT +1 Predictions of mobility counts at timestamp T + 1

I Training interval length
Mi Local learning model of organization Oi
G Global learning model
φ Location domain map

Table 5.1: Used notations for mobility forecasting with vertical federated learning

5.2.2 Problem Formulation

To predict the mobility counts at timestamp T + 1, the learning coordinator C must synchronize

the global learning between the organizations. In particular, the learning coordinator must maintain

a correspondence between the mobility data in the consecutive timestamps at each organization.

Moreover, the learning coordinator must model the correlation between all the locations in the

location domain. Thus, we define the problem as spatio-temporal coordination of the learning from

the organizations O to predict the mobility count predictions XT +1 given historical mobility count
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observations of T timestamps {X1, X2, ..., XT }.

5.3 Mobility Vertical Federated Forecasting

This section provides the details of our proposed MVFF framework. First, we present the over-

all framework. Then, we describe the temporal synchronization and the temporal synchronization

modules.

5.3.1 Overall Learning Framework

We propose to perform vertical federated learning where the collaborator combines the param-

eters received from the organizations’ models to train a global model that can forecast the location

domain’s mobility counts. The framework comprises three components: the local models, the global

model, and the learning collaborator. Figure 5.3 illustrates the components and their interactions

during the training process.

We consider that each organization, Oi, has a local model Mi that uses the organization’s data

for training. The M organizations support the learning collaborator to train a global model en-

compassing the location domain, φ. We assume that the local and global models do not share the

same neural network architecture. This difference is a consequence of the vertical partitioning of

the mobility dataset. Consequently, the learning objective of the local model is to conceptualize the

spatio-temporal correlations between locations under the organization’s jurisdiction only. In con-

trast, the global model’s neural architecture covers the entire location domain. The temporal and

spatial synchronization modules bridge the connection between local and global models.

Algorithm 5 gives the high-level steps of MVFF. The learning collaborator and organizations

initialize all their models’ parameters before the learning starts. We assume that the organizations

communicate their local model’s architecture and location topology to the learning collaborator at

the initialization of the training. Each organization, Oi, selects a timestamp t and builds a mobil-

ity data batch, Bi, using samples with timestamps between t and t + I (line 3). These samples

consist of sequences of consecutive mobility data with the length of the historical data T and the

corresponding target counts, as illustrated in Figure 5.2. Oi then performs a training iteration of
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Figure 5.2: Building the training batch: a sequence of I mobility counts with consecutive times-
tamps is restructured into sequences with the historical data length T . The targeted mobility count
represents the ground truth prediction.

the local model with the built batch (line 4). Next, Oi sends the resulting model parameters with

the corresponding timestamp, t, to the learning collaborator (line 5). Upon receiving the learning

parameters, the learning collaborator uses them to build a training batch for the global model (lines

8-14). Finally, the learning collaborator computes the global model parameters and updates them

(lines 15-16). This collaboration continues until the predefined number of iterations T is satisfied.

It is essential to notice that the learning collaborator C communicates the interval length I to

the organizations at the initialization of the learning process. Moreover, when the collaborator

finishes the global model training, it broadcasts the Halt command to all organizations. Meanwhile,

the organizations continuously send their local model updates to the learning collaborator until

they receive a Halt signal. Finally, the organizations can build their training batches with different

starting timestamps. Hence, the learning collaborator is responsible for synchronizing the multiple

parameters. We next describe the detailed procedures of the temporal and spatial synchronization

modules, respectively.
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Algorithm 5 Mobility vertical federated learning

Require: Mobility count observations length T , temporal buffer size I, location domain map φ,

number of iterations T Initialize: Mi parameters for every organization, global model param-

eters

//Learning process at i-th organization
1: while not Halt do
2: for timestamp t in Di do
3: Build a data batch Bt with mobility counts in the interval [t, I]

4: Compute gradient ∆θi of local model Mi on batch Bt
5: Send (t,∆θi)) to learning collaborator C
6: end for
7: end while

//Learning process at collaborator C
8: for each iteration j from 1, 2, ..., T do
9: When C receives ∆θi from Oi, the temporal synchronization module stores it to a buffer

dedicated to the local model Mi

10: The temporal synchronization module sorts the buffers and samples a timestamp t

11: for each location Li in Φ do
12: The spatial synchronization module builds a mobility count batch B based on the cor-

responding local model’s parameter ∆θt

13: end for
14: The spatial synchronization module organizes the batch B following the location domain

map structure φ

15: Compute gradient ∆θc of global model G on batch B

16: Update global model G’s parameter θc
17: end for
18: Send Halt command to every organization

77



Figure 5.3: Illustration of the training procedure in the MVFF framework. The global model trains
mobility data generated using the temporally synchronized local models’ training parameters and
the location domain map. The different colours on the location map indicate different location
features (mobility count) coming from the corresponding organizations.

5.3.2 Temporal Synchronization Module

The temporal discrepancy between mobility data is a direct consequence of the vertical parti-

tioning of mobility data. Hence, the goal of the temporal synchronization module is to correlate

between the organizations’ learned parameters at the same timestamp. To achieve this, we utilize

ordered buffers at the temporal synchronization module.

The temporal synchronization module creates one parameter buffer per organization. The buffers

are initialized at the beginning of the training procedure. When the temporal synchronization mod-

ule receives a model parameter and timestamp from an organization, it stores them in the dedicated

buffer in ascending order of the timestamp value. When all the buffers have parameters corre-

sponding to any given timestamp t, the temporal synchronization module sends them to the spatial

synchronization module.
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5.3.3 Spatial Synchronization Module

Another consequence of the vertical partitioning of the mobility data is the loss of correlation

between locations. For example, two spatially adjacent locations may belong to two different orga-

nizations. The mobility counts in the two locations may be mutually interdependent, such as in the

case of crowd counts. However, it is challenging to assess this interdependence when the mobility

counts of the two locations pertain to separate datasets. The goal of the spatial synchronization

module is to reconstruct the correlation between locations through the organizations’ learned pa-

rameters.

The spatial synchronization module utilizes the location domain map φ and the local model

parameters to generate a training batch for the global model. We assume that the synchronization

module has a training mobility count dataset. Depending on the application domain, this dataset can

be minimal and easy to obtain in practice, such as the publicly available datasets (Geolife Zheng,

Xie, Ma, et al. (2010), T-Drive Yuan et al. (2010), or Gowalla E. Cho, Myers, and Leskovec (2011)).

Similar to the training batches built for training the organization’s local model, the global train-

ing batch builds sequences with the historical data length T using the global training mobility count

dataset. However, the targetted mobility counts corresponding to each sequence are generated using

the local models’ parameters. Since the spatial synchronization module has copies of the orga-

nization’s models’ neural architectures, it uses the model parameters received from the temporal

synchronization module to compute the targeted mobility counts. As illustrated in Figure 5.3, the

synchronization module coordinates each local model on the location domain map to the corre-

sponding location. Then, it uses the local model to predict the targeted mobility counts of each

sequence in the global training batch. Next, the spatial synchronization module uses the predictions

as ground truth to train the global model. Finally, the spatial synchronization module triggers a

global model training iteration over the global training batch.

5.4 Experimental Evaluation

In this section, we conduct extensive experimental analyses to validate the efficiency and utility

of MVFF.
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5.4.1 Datasets and Metrics

We evaluate our proposed model using two large-scale real-world datasets from New York City

(Gordon-Koven and Levenson (2014)) and Yelp (Yelp (2019)). Each dataset contains mobility data

as follows:

New York City Bike dataset (Gordon-Koven and Levenson (2014)): It contains monthly trip

details of bikes based on the bike stations deployed in New York City as described below:

{TripId, Trip Duration, Start Time, Stop Time, Start Station ID, Start Station Name, Start Station

Latitude, Start Station Longitude, End Station ID, End Station Name, End Station Latitude, End

Station Longitude}

We divide the city into 16x8 regions, each containing bike stations based on their latitude and

longitude. We use the start and end stations and the start and stop times to generate a sequence of

bike counts at each region, with a time granularity of 15 minutes. We collect the first four months

of 2021: February 1st to Mai 31st, 2021. Therefore, the total number of timestamps in the dataset

is 1.5 million.

Yelp review dataset (Yelp (2019)): It contains 192k businesses from metropolitan areas in the

United States with their location (latitude and longitude), and 6.68M timestamped users reviews as

below:

{review id, user id, business id, review, date}

We split the country into a uniform grid of 88 regions, each containing businesses based on their

latitude and longitude. We use the reviews’ timestamps to generate a sequence of review counts at

each region, with a time granularity of 6 hours. The review dates start on January 1st, 2018 and stop

on December 31st, 2020. Overall, the sequence dataset contains 280k timestamps.

We select two metrics for utility assessment, root mean square error (RMSE) and weighted

mean absolute percentage error (WMAPE). We compute the two metrics as follows: let xt be actual
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mobility count at any time instance t and x′t be the corresponding predicted count, where t varies

from 1 to n, consequently:

RMSE =

√√√√ 1

n

n∑
t=1

(xt − x′t)2 (18)

WMAPE =

∑n
t=1 |xt − x′t|∑n

t=1 |xt|
(19)

WMAPE is less sensitive to outliers than RMSE since WMAPE focuses on absolute errors

(|xt−x′t|). However, both metrics do not include the sign of the prediction error. Therefore, adding

the average error (AE) metric is necessary to see if the forecasting techniques underestimate or

overestimate the mobility count. The average error (AE) will be reported for each case as follows:

AE =
1

n

n∑
t=1

(xt − x′t) (20)

Dataset Min Max Mean Median Standard deviation
New York 0 50.70 3.96 6.24 6.94
City Bike
Yelp review 0 6.73 0.41 0.72 0.89

Table 5.2: Basic analysis of the used datasets

5.4.2 Framework Implementation with Model Variations

We study the accuracy of our vertical federated learning framework using different learning

models. Since the framework consists of local and global models, we implement them as different

neural networks that are commonly utilized for mobility forecasting to form the following varia-

tions:

• GRU+CNN: The local models in this variation implement the GRU architecture with one

unit, followed by a linear layer that maps the features to predictions. We interpret the location

grids as images where longitude and latitude are equivalent to width and height, and times-

tamps perform as channels. Therefore, the global model has CNN architecture that comprises
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a three-dimensional convolutional layer to reveal the activity patterns between timestamps.

Stride and padding for convolutional layers were selected to preserve the original size of the

grid.

• LSTM+CNN: The local models in this variation implement the LSTM architecture with one

LSTM cell followed by a linear layer that maps the features to predictions. LSTM takes as

input the times series with the number of people in each region. The global model follows the

same architecture as the CNN in the GRU+CNN variation.

• GRU+GNN: In this variation, the local model follows the same architecture as the GRU in

the GRU+CNN variation. The global model implements the Graph Attention Networks archi-

tecture (Veličković et al. (2018)), utilizing the attention mechanism to obtain the correlations

between locations in the grid. We implement an attention layer for each cell that factors the

spatial and temporal mobility data from the cell’s neighbours on the grid. The adjacency

matrix encodes the neighbourhood relationship between the cells in the location grid. We

compute the attention score for any pair of nodes in the graph. Then, we use a LeakyReLU

(Leaky Rectified Linear Units) and softmax activation functions to normalize the attention

score and obtain the attention coefficient. Finally, we filter the obtained attention coefficient

to retain the attention coefficients only for connected node pair following the adjacency ma-

trix.

• LSTM+GNN: In this variation, the local model follows the same architecture as the LSTM+

CNN variation, while the global model follows the same architecture as the GRU+GNN

variation. Following the guidelines detailed by Greff, Srivastava, Koutnı́k, Steunebrink, and

Schmidhuber (2016), we implement a single LSTM cell followed by a linear layer that maps

the features to predictions. Adding further layers complicates the training without giving

better results.

5.4.3 Comparison Frameworks

We compare our model with the following federated frameworks for time-series forecasting to

investigate utility improvement:
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• FedGRU Y. Liu, Zhang, et al. (2020): This framework uses the FederatedAveraging (McMa-

han, Moore, Ramage, Hampson, and y Arcas (2017)) algorithm to build a global GRU model

based on model parameters from different organizations. Each organization uses its local

data to perform a gradient descent optimization on its local model. Then the central cloud

performs a weighted average aggregation of the local model updates uploaded by the clients.

Consequently, the framework uses the same network architecture in the global and local mod-

els.

• Federated LSTM Taı̈k and Cherkaoui (2020): This framework uses LSTM on edge devices

that capture houses’ electrical loads to predict future ones. The studied group of houses has

similar geographical and infrastructural properties. The edges train the local LSTM models

using a dataset composed of sliding windows with predetermined look-back steps. The initial

global LSTM model is pre-trained using publicly available data or initialized randomly. Then,

the cloud server aggregates the local model updates to compute the global model using the

FederatedAveraging algorithm (McMahan et al. (2017)).

5.4.4 Experiment design and results

We set the MVFF parameters described in Algorithm 5 as follows. We fix the mobility count

observations length T to 6 and forecast 1 step ahead. The temporal buffer size I for Experiments

1 and 2 is set as 24 hours, and we vary this parameter in Experiment 3. The location domain

map φ for each dataset corresponds to a grid of 16x8 and 8x8 for New York City Bike and Yelp

review, respectively. We consider the highest possible vertical distribution. Hence, the number of

organizations corresponds to the number of cells in the grid of each dataset.

The training dataset for each organization’s local model comprises the mobility counts of the

corresponding grid cell. We build the training data for the global model by randomly sampling 10%

of the local datasets and testing data with 10% of each organization’s local dataset.

We implement MVFF and the comparison frameworks using Pytorch (Paszke et al. (2019)) and

Colab platform. We use Adam (Kingma and Ba (2014)) with a learning rate of 0.001 for the local

and global models. Our code is available at https://github.com/FatimaErrounda/MVFF.
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Experiment 1 (RQ1) Assesses the utility of the variations with the comparison frameworks.

Configuration: Report the utility metrics (Equations 1, 2, and 3) based on the variations’ global

models’ forecasting over the testing data. Capture the utility metrics for the comparison frameworks

using the same testing data. For simplicity, we average the metric values over all the cells in the

dataset grid and round the values to two decimal places.

Results: Table 5.3 and Table 5.4 show the results for the New York City Bike and Yelp re-

view datasets, respectively. The four variations deliver smaller metric values than the comparison

frameworks. This improvement is due to the inferred location correlation achieved by the spatial

synchronization module. Moreover, we notice that RMSE and AE values for Yelp are smaller than

the New York City Bike. This difference can be attributed to the variability of the mobility counts

per dataset. We calculate the mean and standard deviations for the New York City Bike and Yelp

review datasets. Table 5.2 supports our analysis; as illustrated, the variability of the New York City

Bike dataset is higher than Yelp. Moreover, Figure 5.4 shows a portion of the two test datasets to

better illustrate the variability in the mobility counts. GNN-based variations give the smallest metric

values.

Model RMSE WMAPE AE
LSTM+CNN 12.23 1.07 7.81
GRU+CNN 15.62 0.99 7.86
LSTM+GNN 6.88 0.58 2.08
GRU+GNN 6.79 0.58 1.93
FedGRU Y. Liu, Zhang, et al. (2020) 17.14 1.00 8.90
Federated LSTM Taı̈k and Cherkaoui (2020) 17.24 1.18 8.95

Table 5.3: The metrics results on Bike New York dataset

RMSE WMAPE AE
LSTM+CNN 1.10 1.14 0.63
GRU+CNN 1.07 1.17 0.76
LSTM+GNN 0.95 1.11 0.18
GRU+GNN 0.96 1.12 0.19
FedGRU Y. Liu, Zhang, et al. (2020) 1.22 1.51 0.66
Federated LSTM Taı̈k and Cherkaoui (2020) 1.24 1.14 0.68

Table 5.4: The metrics results on Yelp dataset
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Experiment 2 (RQ1) Assesses the framework’s forecasting compared to the ground truth mobil-

ity data.

Configuration: Since the location domain includes multiple locations, we select one cell per

dataset to display the ground truth and the predictions made by the four variations and the compari-

son frameworks.

Results: As shown in Figure 5.5, the four variations forecast closely follow the trend of the

oscillations of the ground truth, with the GNN-based variations as the nearest. The predicted counts

produced by the comparison frameworks noticeably exceed the ground truth at some timestamps.

None of the models could predict the sharp peaks in the New York Bike dataset. However, the

GNN-based variations can predict the peaks with fewer counts than occurred. This improvement is

due to better capturing of the spatial features of mobility counts of the GNN model.

Experiment 3 (RQ2) Assesses the impact of the interval length parameter in reconstructing the

spatio-temporal correlation between locations.

Configuration: Vary the temporal buffer size I and capture the utility metrics for the 4 varia-

tions.

Results: Figure 5.6 demonstrates that the framework’s performance is orthogonal to the tempo-

ral buffer size. This result is the consequence of the sequential aspect of creating the local training

batch for each organization. As explained in Section 5.3, training the local models on a given inter-

val leads to the generations of sequences with the length of the historical mobility data. Therefore, a

more extended temporal buffer size means that generated sequences number increase. Nevertheless,

the correlation between locations is encoded in the sequences’ counts, not their numbers. However,

the temporal buffer size change might affect the communication rounds between the local models

and the learning collaborator, which results in computation overhead.

5.4.5 Discussion

A noteworthy aspect of vertical federated learning is rebuilding the link between the distributed

features. The typical approach uses identifiers shared by all the vertical partitions to reconstruct

training samples for the global models (Hardy et al. (2017) and Nock et al. (2018)). In the case of
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mobility count data, timestamps can be considered as the shared identifiers. However, even gath-

ering the mobility counts in one place would not solve the forecasting problem since we still need

to rebuild the temporal ordering between samples to predict future timestamps. Unlike MVFF, the

comparison frameworks uniformly aggregate the learning from each vertical partition to build a fore-

casting model. However, as demonstrated in the experimental evaluation, this aggregation approach

performs less than the MVFF framework. This improvement is due to the temporal and spatial

synchronization modules that reconstruct the spatio-temporal correlation between timestamps and

locations.

5.4.6 Threat to Validity

We evaluated our framework on two datasets with distinctive characteristics, as illustrated in

Table 5.2. We also used state-of-the-art network models to implement the temporal and spatial syn-

chronization between the models’ parameters. By fixing the data’s spatial and temporal resolution

(the size of each region and the frequency at which the mobility aggregates are computed) for all

experiments, we verified the framework’s performance orthogonally to spatial and temporal resolu-

tion. However, if new recurrent network models were to be developed in the future, we would need

to evaluate the framework with the new models’ combination.

5.5 Summary

This chapter proposes a vertical federated learning framework for mobility data forecasting

(MVFF), enabling the learning process to be jointly conducted over multiple organizations target-

ting a common location domain to produce accurate mobility predictions. Each organization ex-

tracts the embedded spatio-temporal correlation between its locations using a local learning model.

A global model synchronizes the local models to incorporate the correlation between all the orga-

nizations’ locations. We investigate the performance of MVFF under four variations of local and

global models. We compare the MVFF’s performance to two other federated frameworks on real-life

datasets: New York Bike and Yelp reviews, achieving better performances. In most real situations,

the organizations may cover irregular mobility time periods, leading to the disparity in data spread
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(non-independent and non-identically distributed data). Moreover, we assume that communication

with all organizations is reliable, leading to continuous model updates. However, differences in

communication reliability capabilities are inevitable among organizations. Therefore, we plan to

investigate the future integration of asynchronous federated learning strategies.
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(a) True bike counts of 6 days

(b) True review counts of 40 days: Nov 1st, 2020 to October 11th, 2020

Figure 5.4: Mobility counts (ground truth) for Bike New York and Yelp review datasets.
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(a) Bike counts forecast of 2 days

(b) Yelp review forecast of 40 days

Figure 5.5: Mobility forecast for Bike New York and Yelp review datasets.
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(a) AE (b) AE

(c) RMSE (d) RMSE

(e) WMAPE (f) WMAPE

Figure 5.6: Metrics vs temporal interval length for the Bike New York and Yelp review datasets
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Chapter 6

Adaptive Differential Privacy in Vertical

Federated Learning for Mobility

Forecasting

6.1 Introduction

There is a growing interest in exploiting data from multiple organizations to provide better

knowledge acquisition. Vertical federated learning (Q. Yang et al. (2019)) is an emerging paradigm

that leverages the collaboration between multiple organizations to build a learning model based

on data in the form of isolated islands. However, this collaboration raises privacy concerns. For

example, several works (Luo, Wu, Xiao, and Ooi (2021) and C. Fu et al. (2022)) show that fully

trained models on sensitive features may leak information about the training data.

Numerous techniques aim at enhancing privacy during the learning process, including secure

multi-party computation (R. Xu et al. (2021) and Y. Wu, Cai, Xiao, Chen, and Ooi (2020)), ho-

momorphic encryption (Hardy et al. (2017) and Aono, Hayashi, Wang, Moriai, et al. (2017)), and

differential privacy (Chaudhuri, Monteleoni, and Sarwate (2011) and Abadi et al. (2016)). Secure

multi-party computation A. C.-C. Yao (1986) enables multiple organizations to collaboratively com-

pute a common function, such as training a shared learning model, without revealing their raw data.
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Homomorphic encryption (Gentry (2010)) allows computation on encrypted data while guarantee-

ing that the result is similar to the one based on raw data. Finally, differential privacy (Dwork et al.

(2014)) rigorously quantifies the information disclosure of individuals participating in the dataset

and masks it by introducing a level of uncertainty during the data processing.

Although secure multi-party computation and homomorphic encryption guarantee that the inter-

mediate parameters exchanged between the organizations during the model’s training are concealed

(Aono et al. (2017) and Y. Wu et al. (2020)), they do not protect the privacy of the organizations’

local training dataset users. Admittedly, several works (Carlini, Liu, Erlingsson, Kos, and Song

(2019), Fredrikson, Jha, and Ristenpart (2015), and Hitaj, Ateniese, and Perez-Cruz (2017)) show

that learning models may unintentionally memorize some training samples, raising a reasonable

concern about the users’ sensitive information leaks. By contrast, differential privacy can provide

guarantees regarding the probability of reconstructing a sample in the training data by carefully

adding random noise to the gradient at each training iteration (Stock, Shilov, Mironov, and Sablay-

rolles (2022) and Ghazi, Golowich, Kumar, Manurangsi, and Zhang (2021)).

Most of the proposed differential privacy solutions in federated learning (Truex, Liu, Chow,

Gursoy, and Wei (2020) and Hu, Guo, and Gong (2021)) dedicate equal privacy budgets for the

training data features. However, the privacy expectation of features from different organizations

may vary widely G. Wang et al. (2019). For example, a bank may collaborate with a mobile network

operator to build a better credit assessment model based on indicative features about their customers,

such as phone bills and shopping logs (Han, Ding, Wang, and Huang (2019)). The privacy sensitivity

of each of these features may be remarkably distinct. Therefore, we need to ask the following

question:

RQ1: How to adjust privacy protection to the heterogeneous organizations’ privacy needs?

Differential privacy solutions (Abadi et al. (2016) and Agarwal, Suresh, Yu, Kumar, and McMa-

han (2018)) add noise to the organization’s gradients during training to protect each individual’s

privacy in the training dataset. Most solutions calibrate the added noise through a privacy budget

that quantifies how much information is leaked by the differential privacy mechanism. A smaller

budget indicates a lower bound privacy leakage corresponding to a more significant noise scale. In
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addition, the privacy budget cumulates with each training iteration. Although the traditional dif-

ferential privacy solutions protect the participant’s privacy against several attack types (Stock et al.

(2022) and Ghazi et al. (2021)), a uniform budget overlooks the dynamic changes in the model’s

convergence state during the training. For instance, when the model approaches the optimum, the

gradient may be small in proportion to the amount of added noise. Therefore, a large noise might

overwhelm the gradient’s signal and jeopardize the model’s convergence (Hong, Wang, and Zhou

(2022)). Thus, an adaptive privacy budget allocation is preferable to a uniform allocation. Hence,

the following research question:

RQ2: How to allocate the privacy budget during training to prevent the participant’s model

privacy leak?

Motivated by these research questions, we present the Adaptive differential privacy for Vertical

Federated Learning (AdaVFL) protocol that enforces the privacy protection of the dataset users by

adjusting the privacy budget to their feature contribution while balancing privacy and utility via

adaptive privacy budget allocation. We summarize our contributions below:

• We build a taxonomy based on several surveys to define the scope of the proposed protocol

and evaluate the state-of-the-art privacy attacks and techniques (Section 6.2). We analyze

the privacy risks based on the vertical federated setting, the threat model, and the scenario’s

assumptions.

• We design the Adaptive differential privacy for Vertical Federated Learning (AdaVFL) pro-

tocol involving the organizations and a centralized learning collaborator (Section 6.3.1). The

protocol uses two components: a feature-aware privacy budget initialization and an adaptive

budgeting scheme. The privacy budget initialization happens before the training process and

aims at heterogeneously adjusting privacy protection to the organization’s privacy-sensitive

features (RQ1). The adaptive budgeting scheme allows each organization to allocate the pri-

vacy budget dynamically during training before the model parameters are exchanged between

the organizations and the learning collaborator (RQ2).
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• We propose a contribution-based method to evaluate the privacy susceptibility of each or-

ganization’s features. We leverage the connection between the organization’s training data

features and the global model output, measured at the central learning collaborator. Then,

we introduce two weighting strategies that heterogeneously adjust the privacy budget of each

organization to the feature contribution metric (Section 6.3.2).

• We present an adaptive budget allocation strategy for the stochastic gradient descent that

prevents the training dataset users’ privacy leaks with a formal privacy guarantee. We adopt

zero-Concentrated Differential privacy (zCDP) (Bun and Steinke (2016)), a generalization of

differential privacy that better suits a larger number of iterations by inducing less noise for the

same privacy guarantee. We leverage a feedback control mechanism to capture the model’s

convergence dynamics and adjust the consumed privacy budget accordingly (Section 6.3.3).

In addition, we implement AdaVFL on two real-world datasets (BikeNYC Gordon-Koven and

Levenson (2014) and Yelp reviews Gordon-Koven and Levenson (2014)). We evaluate the resilience

of the feature-aware budget initialization against the inference attack presented in Luo et al. (2021).

Experimental results demonstrate that we decrease the attack’s accuracy by up to 25% compared

to the uniform feature budgeting. We also compare our algorithms to four state-of-privacy budget

allocation strategies (Abadi et al. (2016), Lee and Kifer (2018), Yu et al. (2019), and Gong, Feng,

and Xie (2020)). Experimental evaluation shows that our adaptive privacy budget increases accuracy

by up to 15% on average compared to the state-of-the-art dynamic budget allocations (Section 6.4).

6.2 Privacy Threat Analysis

In this section, we first build a privacy threat taxonomy. We delimit the taxonomy based on the

threat model, the learning paradigm, and our assumptions. The result determines the scope of our

contributions and the related state-of-the-art review.

6.2.1 Privacy Threat Taxonomy

We propose a taxonomy of privacy threats in deep learning from two perspectives: the attacker

and the target characteristics. We compile elements from several surveys (Q. Yang et al. (2019),

94



Figure 6.1: The privacy threat taxonomy details the characteristics of the attacker and target for
privacy threat analysis.

Nasr, Shokri, and Houmansadr (2019), B. Liu et al. (2021), and Mothukuri et al. (2021)) and com-

plement them with additional components, as illustrated in Figure 6.1.

The attacker’s characteristics include the observation limit, which can be restricted to the model’s

output on arbitrary inputs (black box) or more intrusive, where the attacker can reproduce all the

intermediate parameters of the model (white box). In the passive mode, the attacker can only ob-

serve the exchanged parameters computed by the training algorithm and the model. Conversely, the

attacker can modify its parameters during training to influence the outcome in the active mode. The

attacker’s prior knowledge of the targeted training dataset is categorized into supervised, where it

has a dataset subset or otherwise unsupervised.

The attacker’s target information can be related to the training dataset or the learned model.

For example, membership inference attacks aim at identifying users in the training dataset. Instead

of targeting a single user, feature and label inference attacks try to reconstruct the training dataset

attribute values. Finally, property inference attacks aim to learn details about the dataset, such as a

distinctive feature distribution.

Several attacks, such as misprediction and parameter stealing, may target the organization’s
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model. An organization may feed the model false data or carefully manufactured parameters to

skew the learning to its advantage. Moreover, the model parameters may be proprietary, such as

stock price prediction; hence, the attacker’s goal is to steal the model’s parameters.

We categorize the target characteristics into learning settings and sources of vulnerability. The

learning setting includes the centralized and the federated, which comprises vertical, horizontal, and

transfer learning. Several sources of attack vulnerability are specified: the communication protocol

between the organizations and the learning collaborator, the organization data manipulation, and

the compromised learning collaborator. For example, a non-secure communication channel allows

attackers to eavesdrop on the exchanged learning parameters. Moreover, a malicious organization

might poison the model’s training for its benefit. Finally, a compromised learning collaborator might

be interested in reconstructing the private organization training datasets.

6.2.2 Threat Model

We assume that N organizations collaboratively train a deep learning model f in a vertical

federated learning setting. Each organization, Oi, generates intermediate learning parameters using

its local dataset, Di. This dataset comprises row entries with a feature set, Si, and the combination

of all dataset feature sets is P . The intermediate learning parameters of the local model, fi, are

sent to the learning collaborator, C. When all parameters are received from every organization, C

computes a training iteration of the global model f . This exchange continues until the global model

reaches the desired convergence state.

In the threat model illustrated in Figure 6.2, the learning collaborator and the organizations are

considered honest-but-curious adversaries (Paverd et al. (2014)). They aim to infer information

about the target organization’s training data and model parameters during training without deviating

from the defined training protocol. This inference can be conducted by inspecting the exchanged

learning parameters or the final learned model of the target organization.

6.2.3 Threat Analysis

This work targets collaborative learning in vertical federated learning, which excludes the re-

maining inapplicable characteristics in the learning setting. Since the learning collaborator collects
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Figure 6.2: The adopted threat model: from the standpoint of each organization, other organizations
and the learning collaborators are outside the trust boundary and considered honest-but-curious
adversaries.

the organizations’ model gradients and intermediate computation, we conclude that the attacker has

a white-box access, as defined by Nasr et al. (2019).

Moreover, since we consider the organizations and the learning collaborator as honest-but-

curious, the misprediction attacks targetting the learning model are out of scope. Additionally,

this threat model eliminates the organization’s data manipulation and the compromised learning

collaborator as sources of vulnerability and active mode attacks.

We assume that the organizations have no prior knowledge about other organizations’ training

data. Therefore, following the definition presented by Nasr et al. (2019), the attacker’s knowledge

is unsupervised. Additionally, to allow the learning collaborator to train a global model that en-

capsulates all the organizations’ features, it must know the features belonging to each organization.

Therefore, our solution targets feature inference attacks where the attacker aims to reconstruct the

participating organization’s features.

Moreover, since several works illustrate the efficiency of differential privacy in reducing the

membership leak risk (Bernau, Robl, Grassal, Schneider, and Kerschbaum (2021) and Farokhi and

Kaafar (2020)), label inference attacks (Tang et al. (2022)), and dataset property inference attacks
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(M. Chen and Ohrimenko (2023)), we consider these attacks outside the scope of this work. How-

ever, because of these attacks’ privacy risk, we include experiments to test our proposed solution’s

performance against membership inference attacks in Section 6.6. Due to the lack of space, these

experiments are limited to the membership inference attack (Nasr et al. (2019)).

Finally, we assume the communication channels between the organizations and the learning

collaborator are secure. Consequently, we eliminate the communication protocol as a source of

privacy vulnerability.

6.3 Adaptive Differential Privacy for Vertical Federated Learning Pro-

tocol Overview

In this section, we present the design overview of AdaVFL in Section 6.3.1. Then, we explain

its components: (i) feature-aware privacy budget initialization to hinder the feature inference attacks

highlighted in the taxonomy (Section 6.3.2) and (ii) adaptive budgeting scheme to protect the or-

ganizations’ models against models stealing while improving the global model’s accuracy (Section

6.3.3).

6.3.1 Overall Privacy Framework

The AdaVFL protocol adapts the privacy budget to the organization’s feature contribution and

the model’s convergence. As illustrated in Figure 6.3, each organization, Oi, has a local model fi

that uses the private local dataset for training. TheN organizations support the learning collaborator,

C, in training the global model, f , encompassing the total features, P . We assume that the local and

global models do not share the same neural network architecture. This difference is a consequence

of the vertical partitioning of the mobility dataset.

Moreover, the organizations’ datasets hold different features used solely in their local models’

training. Therefore, each organization is not aware of the features held by other organizations.

Consequently, we factor in the feature contribution of each organization to the global model to

compute the protection level required by the participant. The detailed approach is presented in

Section 6.3.2.
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Figure 6.3: Illustration of the AdaVFL protocol components and steps. Each organization exchanges
information about its features with the learning collaborator through the feature-aware privacy ini-
tialization and feature contribution processing components before the start of the training process.
The organizations then assign a total privacy budget for the entire training task. Then, it breaks
it down into individual privacy budgets per training iteration using the adaptive budgeting scheme
component.

Additionally, we adapt the privacy budget assigned at each iteration in the training of the local

model to prevent the privacy leakage of the organization’s local dataset while improving the model’s

accuracy. Our approach is detailed in Section 6.3.3.

The high-level steps of the proposed protocol are shown in Algorithm 6. The collaborator and

organizations initialize all their models’ parameters before the learning starts. At the initialization,

each organization, Oi, must send its feature set, Si, to the collaborator. The collaborator then

computes the organizations’ feature contributions using a pre-trained model fP and a publically

available dataset D (line 8). Next, when the participant receives its feature contribution weight

from the collaborator, it uses it to adjust the privacy protection level adequate to the learning task

(lines 2 and 3). It is important to notice that sharing the feature set with the learning collaborator

is a common approach in the state-of-the-art privacy-preserving techniques for vertical federated

learning (D. Xu, Yuan, and Wu (2021) and Y. Wu et al. (2020)). Therefore, we do not adopt a

privacy measure for sharing Si.

The organization’s model training, Oi, performs a training iteration of the local model with a
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sampled batch and computes the private gradient using a privacy budget proportional to the variation

of the accuracy of the local model (lines 4-7). The learning collaborator uses the private gradients to

update the global model upon receiving the private gradients (lines 12-17). This collaboration con-

tinues until the organizations send a Halt signal to the learning collaborator because they consume

their entire privacy budget or their models have converged.

Algorithm 6 Adaptive Differential Privacy in Vertical Federated Learning Protocol

Require: Feature set P , organizations’ feature sets {Si, i ∈ {1, N}}, pre-trained model fP , public

dataset D
Ensure: The organizations’ models {fi, i ∈ {1, N}}, the global model f

1: Initialize: each organization model fi parameters and global model parameters f

//Learning process at i-th organization

2: Receive the feature contribution weight φOi
3: εi ← Feature-aware Privacy Budget Initialization (Algorithm 8)

4: while Training in progress do
5: g′i,t ← Compute private gradient (Algorithm 9)

6: Send g′i,t to learning collaborator C
7: end while

//Learning process at collaborator C
8: Feature Contribution Processing (Algorithm 7)

9: for Organization Oi in {Oi, i ∈ {1, N}} do
10: Send the organization’s feature contribution weight φOi
11: end for
12: while Training in progress do
13: while Receiving gi,t′ from organization Oi do
14: Compute private gradient gc of global model f

15: Update global model f ’s parameter θc
16: end while
17: end while

6.3.2 Feature-Aware Privacy Budget Initialization

We individually evaluate the impact of each feature in the organization’s feature set for an ac-

curate estimation of the entire feature set’s impact. This approach is inspired by the state-of-the-art
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explainable artificial intelligence methods (Lundberg and Lee (2017)) in quantifying each partici-

pant’s contribution in a learning model training.

The privacy vulnerability of each feature in the organization’s training dataset depends on the

nature of the global learning task. For example, if a location is deemed sensitive, it will require

a high privacy guarantee through a high level of randomization during the training. However, the

location may not affect the learning outcome of the global model, resulting in an unnecessary re-

duction of the global model’s accuracy. Therefore, we should first assess each organization’s feature

privacy sensitivity. Then, we must design weighting strategies to initialize the privacy budget for

the training based on the privacy assessment.

Feature Privacy Assessment

We characterize the privacy vulnerability of each feature with an impact metric based on its

effect on the learning task. When the metric’s value is significant, it becomes easier for a potential

attacker to differentiate the presence of the feature in the training dataset. Consequently, tighter

privacy protection is desirable. Moreover, based on the privacy threat analysis presented in Section

6.2, the learning collaborator and the organizations have no prior knowledge of any organization’s

targeted training dataset. Consequently, we conclude that the impact metric must be calculated

without accessing the organizations’ private datasets. We define the feature impact metric for a

single feature as follows:

Definition 11 (Feature impact). We define the feature impact as the average value between the

output of the model f w.r.t a feature j. Formally:

δj = AverageX∈D|fP (X)− fP (X+
j )| (21)

where fP is a pre-trained global model that takes the feature set P = {Si, i ∈ {1, N}} as in-

put. D is a publicly available dataset, and X = {x1, ..., xj , ..., xp} is a sample in D. X+
j =

{x1, ..., xj
+, ..., xp} is a modified copy of X where xj+ is replaced by the randomly sampled value

from the domain space of feature j.
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Using a pre-trained model is a common feature assessment practice adopted in several central-

ized state-of-the-art learning works (N. Phan et al. (2017) and N. Phan et al. (2019)). Moreover,

depending on the application domain, this dataset D can be rudimentary and easy to obtain in prac-

tice, such as the publicly available datasets (Geolife Zheng et al. (2010), Gowalla E. Cho et al.

(2011), or T-Drive Yuan et al. (2010)). We assess the organization’s feature set impact as follows:

Definition 12 (Normalized feature impact). The normalized feature impact is a value that summa-

rizes the contribution of the features Si of organization Oi in the global model learning process f ,

given the dataset D. Formally, the normalized feature impact value is:

φOi =

∑
k∈Si δk∑
j∈P δj

(22)

Algorithm 7 illustrates the computation of the contribution metric by the learning collabora-

tor. It is important to note that the learning collaborator is responsible for verifying overlapping

features between the organizations and sanitizing the feature set P before processing the feature

impact metric. For each organization’s feature, we iterate over the dataset samples and replace the

sample’s feature with a randomly selected value (line 4). This randomization can follow a shuffling

or permutation scheme or a given distribution. Next, the resulting sample is processed through the

pre-trained model fP (line 5). The marginal value of the model’s output and the expected original

value output is calculated in line 6. Then, the feature impact is computed as the average difference

value (line 8). Finally, the normalized feature impact is calculated based on each feature’s sensitivity

(line 10).

Weighting Strategies

After defining the normalized feature impact, we must design its correlation with the privacy

budget computation. Intuitively, the lower the feature relevance, the looser the privacy should be.

Conversely, the higher the feature relevance, the tighter the privacy should be. Moreover, as intro-

duced in Definition 12, the contribution metric ranges from 0% to 100%. At 100%, the organiza-

tion’s data is the sole contributor to the global model. If the contribution metric’s value is 0%, a

potential attacker would be unable to differentiate between outputs where the organization’s feature
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Algorithm 7 Feature Contribution Processing

Require: Pre-trained model fP , public dataset D, overall feature set P , organizations’ feature set

{Si, i ∈ {1, N}}
Ensure: The feature contributions of all organizations {φOi , i ∈ {1, N}}

1: for each participant Oi do
2: for each feature j in P do
3: for each sample X = {x1, ..., xj , ...xn} in D do
4: X+

j = {x1, ..., x̂j , ..., xn} Random sample features xj
5: y+ = fP (X+

j ) Calculate the models result

6: Calculate the marginal of the feature contribution at sample X: FX = fP (X)− y+

7: end for
8: Compute the overall feature contribution value: δj = AverageX∈D|FX | // Definition

11

9: end for
10: Compute the feature contribution weight for the participant φOi =

∑
k∈Si

δk∑
j∈P δj

// Definition 12

11: end for

contributed or did not. Therefore, the privacy budget can be as large as possible. Considering all

these aspects, we design two weighting strategies:

1) Linear weighting: We design a linear weighting function to allocate the privacy budget of each

contribution based on feature impact. Inspired by the feature inference attack presented by Luo et

al. (2021), the attacker’s success rate accumulates as the organization’s feature ratio increases. The

linear weighting strategy is defined below:

Wα,β = α ∗ φOi + β (23)

where α controls the increasing rate of the privacy budget ε, and beta represents the highest privacy

budget assigned when the normalized feature impact is 0%.

2) Reciprocal weighting: The organization may use this strategy to strictly enforce the privacy guar-

antee for its feature by making the privacy budget inversely proportional to the normalized feature

impact. This correlation is beneficial when a privacy-sensitive area needs higher privacy protec-

tion even with negligible participation in the global model. The reciprocal weighting strategy is

described below:
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(a) Linear weighting (b) Reciprocal weighting

Figure 6.4: Weighting strategies that assign an initial privacy budget to each organization based
on the normalized feature impact values, which range from 0% to 100%. The plots illustrate the
weighting strategies with their limit values.

Wα,β =
1

(α ∗ φOi + (1− α) ∗ β)
(24)

where 0 < α < 1 and 0 < β < 1. Additionally:

Wα,β =


ε = 1

(1−α)∗β if φOi = 0%

ε = 1
α+(1−α)∗β if φOi = 100%

(25)

Therefore, α controls the decreasing rate of the weighting strategy and β controls the minimum

privacy budget value. Finally, Figure 6.4 illustrates the difference between the two strategies and

Algorithm 8 illustrates the privacy budget computed by each organization.

Algorithm 8 Feature-aware Privacy Budget Initialization

Require: Organization feature weight φOi , the weighting strategy parameters α and β

Ensure: Total privacy budget,ε, for organization Oi
1: Send the organization’s feature set Si
2: When the feature participation weight φOi is received:

3: Compute the adaptive privacy budget ε = Wα,β(φOi)
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6.3.3 Adaptive Budgeting Scheme Algorithm

Once each organization, Oi, determines the overall privacy budget εi to dedicate to the training

task, it needs to allocate a portion to each iteration. We propose an adaptive budgeting scheme that

uses a larger share of the privacy budget (less noise) when the model’s accuracy increases and a

smaller share (more noise) otherwise. Therefore, this dynamic budget allocation improves utility by

reducing the noise scale added to the model’s gradient. To achieve this dynamic budget allocation,

we need to answer the following research question:

RQ2.1: How to allocate the privacy budget at each training iteration in correlation with the

model’s convergence?

The first challenge in designing the adaptive budgeting scheme is determining the convergence

dynamic of the learning model. Our solution uses the training loss, γt, computed at each iteration,

t, to indicate the model’s convergence state. We call this metric the convergence index. Since the

convergence index may not improve monotonically as the training progresses, we use the moving

average to reduce unnecessary fluctuations. Therefore, we define the average convergence index,

γa, as the averaged values throughout m training iterations as follows:

γa =
1

m

m∑
k=a−m+1

γk (26)

The second challenge is in correlating the convergence dynamics to the privacy budget. We

leverage a feedback control mechanism (Bellman (1964)) to adjust the privacy budget to the model’s

convergence dynamics. Feedback control loops use measurement information to adapt a variable to

achieve the desired result. As illustrated in Figure 6.5, the convergence index at each iteration rep-

resents the loop’s measurement information (step 1). This input is then compared with a reference,

γmin, in step 2. This reference can be the same as the threshold value at which the model training

stops because the model has converged. We use γmin as a denominator in Equation 27 to restrain

the feedback error magnitude. Consequently, we avoid overconsuming the privacy budget, leading

to prematurely stopping the model’s training. The comparison result constitutes the feedback error
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Figure 6.5: The feedback control loop adjusts the privacy budget ρt at each training iteration t to
the model’s convergence dynamics through the feedback error Et. The convergence of the model is
assessed with the training loss.

Et. Finally, the desired result of the feedback control loop is adjusting the privacy budget to the

model’s convergence dynamics through the function A in step 3. Therefore, we define the feedback

error as follows:

Et =
γt − γa

max{γt, γmin}
(27)

Finally, the last challenge in adjusting the privacy budget to the convergence error is formulating

the correlation between the two. Therefore, we need to answer the following question:

RQ2.2: How to regulate the effect of the convergence state on the dynamic privacy budget

allocation?

Our goal is to reduce the added noise distribution the model converges. Therefore, we design

the correlation function, A, that increases the privacy budget with the convergence index, resulting

in a smaller noise scale. Moreover, the correlation function has a weight, µ, that sets the effect of

the feedback error on the newly calculated budget. The correlation function is defined below:

A(ρt, Et) = ρt ∗ (1 + µ ∗ Et) (28)
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Algorithm 9 Adaptive Budgeting Scheme Algorithm

Require: Total privacy budget (εi,δi), clipping threshold Ci, learning rate η, local dataset Di, local

model fi, reference training accuracy γmin, update interval m

Ensure: Private gradient gt per iteration t, the local model fi’s parameters wi
1: Initialize the total privacy budget ρi //(Equation 10)

2: Initialize the consumed budget ρc = 0

3: for t = 0....T do
4: Sample a batch Bt from the local dataset Di
5: Compute and clip gradient:

6: for Xj ∈ Bt do
7: Compute gt(Xj) = ∇L(wti , Xj)

8: Clip gt(Xj)← gt(Xj)/max(1,
‖gt(Xj)‖2

Ci
)

9: end for
10: Compute convergence index γt
11: if t = 0 then
12: ρt = ρi/T

13: else
14: if ρc < ρi then
15: if t is a multiple of m then
16: Compute the averaged convergence index γa // (Equation 26)

17: Compute the privacy budget: σt = σt−1

18: else
19: Compute the convergence dynamic Et // (Equation 27)

20: Compute the privacy budget: σt = 1

2
√
A(ρt−1,Et)

// (Equation 28)

21: end if
22: Add noise: g′t = 1

|Bt|(
∑

Xj∈Bt gt(Xj) +N (0, σ2
tC

2
i I))

23: Send g′t to the learning collaborator

24: Calculate the consumed privacy budget ρc ← ρc + ρt

25: Descent wt+1
i ← wti − ηg′t

26: else
27: Send Halt to the learning collaborator

28: Break;

29: end if
30: end if
31: end for
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Algorithm 9 describes the training process at each organization Oi. Since we are using z-CDP, the

first step is to convert the privacy budget (εi,δi) to ρi (line 1) following the Equation 10 introduced

in Chapter 2. The value of δi is less than the inverse of the organization’s dataset size polynomial,

based on the guidelines by Dwork et al. (2014). Next, we initialize the cumulative privacy budget to

keep track of the budget consumption during the training (line 2). At each iteration, the algorithm

samples a batch Bt from the local dataset, computes the gradient, and clips it with the clipping

threshold Ci (lines 4-9). The convergence index γt, which can be the training loss, is also calculated

on the batch Bt (line 10). If the privacy budget is not exhausted, the noise scale σt is calculated

based on ρt following Equation 11 (line 12). The initial value of ρt is obtained by uniformly dividing

the whole budget ρi over the total number of iterations T (line 12). In the later iterations, the budget

is computed following the feedback loop (lines 15-21). The training terminates when the privacy

budget is depleted or the training goal is achieved.

Algorithm 9 targets the model stealing attacks highlighted in Figure 6.1. To illustrate its privacy

guarantee, we introduce the following theorem:

Theorem 8. Algorithm 9 satisfies (εi,δi)-differential privacy.

Proof. Based on the definition of Zero-Concentrated Differential Privacy (Definition 7, Algorithm 9

satisfies ρt-zCDP at each iteration t. Since ρ-zCDP also satisfies the composition theorem (Theorem

1), then Algorithm 9 satisfies
∑

t ρt-zCDP. The training process stops when the privacy budget ρi is

exhausted. Therefore,
∑

t ρt = ρi. Moreover, based on Equation 10, we conclude that algorithm 9

satisfies (εi,δi)-differential privacy.

6.4 Case Study: Mobility Forecasting for Bike New York and Yelp

Reviews

To evaluate AdaVFL, we integrate its components into the framework for mobility forecasting

in vertical federated learning in Chapter 5. This section describes the case study, datasets, metrics,

and the state-of-the-art to compare our algorithms. Finally, we present the design and results of the

experiments.
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(a) New York City Bike dataset (b) Yelp review dataset

Figure 6.6: Grid division into 16x8 regions for the New York bike dataset and 8x8 regions for the
Yelp review datasets. Each region has timestamped mobility counts and corresponds to a single
feature.

6.4.1 Features and Data Processing

The mobility forecasting framework presented in Chapter 5 follows the ensemble learning

paradigm, where each organization has its learning model and dataset, and the organizations collab-

orate to train a global model. It relies on a learning collaborator to orchestrate the training between

the organizations. It provides two choices of neural network architectures implementations for the

organizations: LSTM and GRU, and two for the global model: GNN and CNN. We select the

combination of network architectures that renders the highest utility for the privacy evaluation of

our proposed algorithm. Therefore, the organizations’ local models are implemented as GRU, and

the global model as GNN. We implement AdaVFL and the comparison frameworks using Pytorch

Paszke et al. (2019) and the Colab platform.

We use two large-scale real-world datasets from New York City Gordon-Koven and Levenson

(2014) and Yelp reviews Yelp (2019). The features of each organization are defined using regions
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introduced below:

Definition 13 (Region (S. Wang, Cao, Chen, Peng, and Huang (2020))). Given a city partition of

an mxn grid map, based on the longitude and latitude, the i− th row and j − th column represent

a region. A grid is defined as the region set R = {r1,1, ..., ri,j , ..., rm,n}.

Each feature is linked to a region, as illustrated in Figure 6.6; it consists of the mobility count

captured over consecutive timestamps as follows:

New York City Bike dataset Gordon-Koven and Levenson (2014): It contains monthly trip de-

tails of bikes based on the bike stations deployed in New York City. We split the city into 16x8

regions, each containing bike stations based on their latitude and longitude, and each region repre-

sents a feature.

Yelp review dataset Yelp (2019): It contains 192k businesses from metropolitan areas in the

United States with their locations, and 6.68M timestamped users’ reviews. We divide the map into a

grid of 8x8 regions, each containing businesses based on their location, and each region represents

a feature.

We implement a MapReduce (Dean and Ghemawat (2008)) framework1 to transform the two

datasets into time series. The mapping task reads the timestamped bike ride or business review with

its corresponding bike station or business location and determines its corresponding region based on

the latitude and longitude. Upon receiving the region identifiers, the reduce task sorts the associated

timestamps and counts them based on a fixed interval, resulting in a time series. The New York City

Bike uses 15 minutes, and Yelp uses 6 hours. We collect the first four months of 2021 for New York

City Bike: February 1st to Mai 31st, 2021, resulting in a dataset of 1.5 million timestamps. The

review dates for Yelp reviews start on January 1st, 2018 and stop on December 31st, 2020. Overall,

the sequence dataset contains 280k timestamps.

6.4.2 Comparison Frameworks and Metrics

We evaluate AdaVFL from the privacy and utility perspectives. Therefore, we compare the

privacy metric, MSE, with the results of the following attack:
1https://github.com/FatimaErrounda/datatransformation
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Figure 6.7: The privacy feature inference attack details: The attacker trains a model that takes the
known feature values from compromised organizations and randomly generated features for the
targeted organization as input. Then, the attacker model generates potential feature values. The loss
is the comparison result between the targeted trained model’s output given the guessed features and
the true labels.

• Feature inference attack (Luo et al. (2021)): This attack targets features of a participant in

vertical federated learning. As illustrated in Figure 6.7, the attacker builds a generator model

that takes the attacker’s known feature values and a set of random variables for the targeted

participant features as input. The generator model is trained to estimate the targeted feature

values that minimize the loss between the estimation and the ground-truth feature values.

For the utility evaluation, we compare the adaptive budgeting scheme with the following:

• DP-AGD (Lee and Kifer (2018)): This solution divides the privacy budget at each iteration

into two portions. The first portion is used to compute the noisy gradient, while the second

checks if the noisy gradient descends the model to a converging direction or the opposite.

When the new descent direction is deemed not beneficial to the model’s convergence, DP-

AGD increases the privacy budget used to compute the gradient to reduce the added noise

scale.
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• Adaptive budget based on validation accuracy (Yu et al. (2019)): This solution increases

the privacy budget by a fixed factor, k, whenever the validation accuracy during training is

below a threshold. The validation accuracy is calculated using a small publicly available

dataset from the same distribution as the validation dataset.

• Interval increase strategy (Gong, Feng, and Xie (2020)): This work proposes a strategy that

consistently increases the budget to a maximal value with uniform steps proportionally to the

current epoch or iteration. The new budget is then used to perturb the gradient.

• Uniform DP-SGD (Abadi et al. (2016)): This baseline solution assigns a uniform budget to

each training iteration and uses it to compute the noisy gradient.

We use the mean square error (MSE) per feature for the privacy evaluation to measure the overall

accuracy in reconstructing multiple targetted features. The mean square error is computed as below:

MSE =
1

n ∗ d

n∑
i=1

d∑
j=1

(Xi
j − X̂i

j)
2 (29)

where n is the number of samples in the prediction sample dataset, d is the number of targetted

features, X̂i
j and Xi

j are the inferred j-th feature values and the ground-truth of the i-th sample,

respectively.

We choose three metrics for utility assessment: root mean square error (RMSE), weighted mean

absolute percentage error (WMAPE), and average error (AE). The metrics’ calculation is as follows:

let Xl be the mobility count at a timestamp l and X ′l be the corresponding predicted count, where l

varies from 1 to n, consequently:

RMSE =

√√√√ 1

n

n∑
l=1

(Xl −X ′l)2 (30)

WMAPE =

∑n
l=1 |Xl −X ′l |∑n

l=1 |Xl|
(31)

AE =
1

n

n∑
t=1

(xt − x′t) (32)
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6.4.3 Experiment Design and Results

We design five experiments: one to evaluate the first research question (RQ1) from the privacy

and utility perspectives and four to assess the utility of AdaVFL (RQ2). We repeat all the experi-

ments ten times and report the average. Our code is available at https://github.com/FatimaErrounda/

AdaVFL. We introduce the experiments and results below:

Experiment 1 (RQ1) Assesses how the heterogeneous privacy protection through the feature-

aware privacy budget initialization affects the resiliency against the privacy attack Luo et al. (2021).

Setup: Vary the ratio of features that the attacker attempts to reconstruct, from 10% to 90%,

and capture the privacy metric, MSE. After computing each feature’s impact metric, sort them in

increasing order and select the highest as known by the attacker. The attacker’s model must guess

the remaining features. Run the privacy attack on a model trained: (1) without privacy guarantee, (2)

with a uniform privacy budget per organization, and (3) with our feature-aware budget initialization.

We ran the experiment 10 times and reported the average.

Results: Table 6.1 and Table 6.2 respectively illustrate the results of the privacy attack success

for Bike New York and Yelp review datasets. We observe that the reciprocal weighting strategy

results in a smaller attack success rate (larger MSE) than the linear weighting strategy. This im-

provement in resilience is due to the tighter privacy guarantee provided by the reciprocal weighting

strategy through a smaller privacy budget. Moreover, both strategies surpass the uniform budget

initialization, hindering the attacker’s feature inference attack. Additionally, the MSE values are

higher than the reported values by Luo et al. (2021). This difference is because the targetted model

by Luo et al. (2021) is a classifier with a simple network architecture compared to our Graph Neural

Network model. Furthermore, the targetted features in our experiments are sequential mobility data,

whereas, in Luo et al. (2021), they are not.

Experiment 2 (RQ2.1) Assesses the effect of the correlation between the adaptive budgeting

scheme and the model’s convergence on utility.

Setup: We fix the number and epochs to 16 and 10 for the Bike and Yelp datasets, respectively.

We capture the forecasting performance using the utility metrics for the comparison solutions and
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Feature
ratio in %

Non-DP Uniform-DP
Abadi et al. (2016)

Linear
weighting

Reciprocal
weighting

MSE MSE +% MSE +% MSE +%
10 0.204± 0.01 0.214± 0.01 4.77 0.224± 0.02 9.60 0.229± 0.02 12.33
20 0.209± 0.01 0.222± 0.01 6.45 0.224± 0.02 7.04 0.230± 0.02 9.93
30 0.216± 0.02 0.231± 0.02 6.72 0.237± 0.03 9.37 0.0239± 0.03 10.21
40 0.228± 0.02 0.230± 0.01 1.18 0.239± 0.02 4.99 0.248± 0.2 8.86
50 0.237± 0.01 0.255± 0.04 7.60 0.258± 0.04 8.67 0.265± 0.02 11.51
60 0.235± 0.07 0.246± 0.03 4.90 0.252± 0.02 7.26 0.257± 0.02 9.26
70 0.446± 0.03 0.469± 0.02 5.17 0.478± 0.04 7.14 0.491± 0.03 10.14
80 0.708± 0.07 0.761± 0.03 7.50 0.77± 0.06 8.68 0.783± 0.03 10.60
90 1.030± 0.12 1.108± 0.04 7.57 1.115± 0.1 8.31 1.135± 0.09 10.19

Table 6.1: The attack’s success rate (MSE) comparison for the Bike New York dataset, the higher
the value, the harder it is for the attacker to reconstruct the targeted features. (+%) represents a
percentage increase in the attack’s average metrics compared to the no-privacy solution.

Feature
ratio in %

Non-DP Uniform-DP
Abadi et al. (2016)

Linear
weighting

Reciprocal
weighting

MSE MSE +% MSE +% MSE +%
10 0.194± 0.7 0.219± 0.1 13.14 0.226± 0.2 16.60 0.238± 0.3 22.67
20 0.201± 0.1 0.203± 0.06 1.19 0.212± 0.08 5.64 0.214± 0.05 6.61
30 0.201± 0.1 0.204± 0.09 1.08 0.208± 0.1 3.25 0.221± 0.2 9.79
40 0.214± 0.2 0.237± 0.04 10.86 0.243± 0.02 13.54 0.248± 0.1 15.85
50 0.242± 0.01 0.251± 0.03 3.80 0.255± 0.04 5.54 0.276± 0.15 14.36
60 0.407± 0.05 0.482± 0.08 18.46 0.510± 0.2 25.40 0.511± 0.1 25.68
70 0.415± 0.1 0.490± 0.02 17.91 0.519± 0.2 25.03 0.521± 0.2 25.59
80 0.669± 0.08 0.776± 0.02 15.92 0.792± 0.08 18.32 0.831± 0.02 24.17
90 1.206± 0.05 1.253± 0.08 3.81 1.258± 0.05 4.27 1.283± 0.1 6.37

Table 6.2: The attack’s success rate (MSE) comparison for the Yelp reviews dataset, the higher
the value, the harder it is for the attacker to reconstruct the targeted features. (+%) represents a
percentage increase in the attack’s average metrics compared to the no-privacy solution.
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the adaptive budgeting scheme algorithm.

Results: As illustrated in Figures 6.8 and 6.9, AdaVFL gives the lowest error values across

the three utility metrics for the local and the global models. The uniform solution (Abadi et al.

(2016)) performs the worst out of the five solutions for the global and the local models by giving

the highest error values. The validation accuracy solution (Yu et al. (2019)) achieves lower error

values than the uniform solution. However, relying on a threshold to decrease the added noise

scale (increase the privacy budget) leads to maintaining the same privacy budget for several epochs,

which results in a similar outcome as the uniform solution. Conversely, AdaVFL adjusts the noise

scale following the model’s convergence state without using a fixed threshold. The interval increase

strategy (Gong, Feng, and Xie (2020)) performs better than the validation accuracy solution (Yu et

al. (2019)) because it decreases the noise scale periodically regardless of the model’s convergence,

hence avoiding the pitfall of sustaining a uniform noise scale for several epochs unnecessarily.

Nevertheless, due to its lack of adaptability to the model’s convergence state, the continuous increase

strategy performs less than AdaVFL. Moreover, DP-AGD (Lee and Kifer (2018)) divides the privacy

budget into two portions at each iteration, which might lead to a more significant added noise to the

gradient, hindering the learning performance.

Experiment 3 (RQ2.1) Assesses the effect of the correlation between the adaptive budgeting

scheme and the model’s convergence on privacy.

Setup: We fix the total privacy budget (ε = 1.6) and capture the utility of the comparison

frameworks and the adaptive privacy budget allocation.

Results: Figures 6.10 and 6.11 demonstrate that AdaVFL achieves the highest utility overall of

the local and global models. To better understand the budget consumption of the local model, we

captured the privacy budget per iteration in Figure 6.12. We notice that despite the uniform (Abadi

et al. (2016)) solution training the largest number of epochs for the fixed budget, its performance is

less than AdaVFL. This difference stems from maintaining an identical noise scale through all the

epochs while AdaVFL adjusts the added noise range. On the other hand, DP-AGD (Lee and Kifer

(2018)) is the first solution to exhaust the total privacy budget because of its division at each iteration

to determine the benefit of the noisy gradient for the model’s convergence. AdaVFL achieves the
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same goal without consuming additional budget, dedicating more to the actual gradient perturbation.

Moreover, unlike the interval increase strategy (Gong, Feng, and Xie (2020)), AdaVFL reduces the

noise scale to a smaller value faster, leading to a higher utility. Finally, the validation accuracy

solution (Yu et al. (2019)) maintains an identical noise scale for multiple iterations because the

validation test does not reach the assigned threshold. In contrast, AdaVFL reduces the added noise

scale at earlier iterations, reaching a better utility.

Experiments 2 and 3 show that we perform better than state-of-the-art solutions. However, we

want to learn more about the convergence speed of our solution. There are two typical methods

in the literature to ensure that a learning model will eventually converge: (1) theoretical analysis

(K. Wei et al. (2020), Huang, Hu, Guo, Chan-Tin, and Gong (2019), and Pichapati, Suresh, Yu,

Reddi, and Kumar (2019)) and (2) data-driven empirical experiments (Tramer and Boneh (2020),

Frigerio, de Oliveira, Gomez, and Duverger (2019), and H. Liu et al. (2021)).

The closest theoretical analysis to our setting is the convergence upper bound for federated

learning presented by K. Wei et al. (2020). Based on the assumption that the loss function of each

client is convex, β-Lipschitz, L-Lipschitz smooth, and satisfies the Polyak-Lojasiewicz condition,

it presents a convergence upper bound for differentially private federated learning (Theorem 2 in

K. Wei et al. (2020)). The upper bound depends on the privacy budget, ε, the clipping bound, C,

β, L, and other parameters. Therefore, for a given model to maintain the same convergence with

different privacy budgets, other algorithm parameters must be adjusted.

Wei et al. (K. Wei et al. (2020)) use simulation to estimate the values of β and L, then evalu-

ate the learning performance with varying levels of protection (ε) using a Multi-Layer Perception

network. We follow the same approach in validating our framework as data-driven methods and cap-

ture the training loss for different privacy budgets and non-private learning. Experiment 4 evaluates

how well our adaptive budgeting scheme maintains convergence when we vary ε, and Experiment 5

assesses the influence of the other parameters on the learning utility.

Experiment 4 (RQ2.2) Assesses how well our adaptive budgeting scheme maintains convergence

with variable privacy budgets.
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Setup: We keep all the parameters to the same values and vary the privacy budget ε. We train

the model with AdaVFL until the budget is exhausted and use the same number of epochs to train a

new model without privacy.

Results: Figures 6.13c and 6.13d show that for ε = 1.6, the convergence speed of AdaVFL

is slower than non-private learning for the two datasets, and the training loss settles at a slightly

higher value. When we increase ε to 1.8, we notice that the convergence improves (Figures 6.13a

and 6.13b). This observation is consistent with Theorem 2 in K. Wei et al. (2020), as a larger ε

leads to a tighter bound. However, when we decrease ε to 1.4, the training loss training with high

noise causes the network weights to oscillate around the optimal solution (Figures 6.13e and 6.13f).

This result is explained by our feedback loop that monitors the model’s performance and adjusts the

noise range by increasing or decreasing it to steer the noise toward convergence.

Experiment 5 (RQ2.2) Assesses the effect of regulating the weight of the convergence state and

the budget update frequency on the dynamic privacy budget allocation utility.

Setup: We vary the weight of the error on the computed budget, µ (Equation 28), between 0 and

1 and the frequency of the budget adjustment, and m (Equation 26), between 5 and 15, and capture

the utility metrics.

Results: Since the observed results are similar for the three utility metrics, we include WMAPE

only due to lack of space. We select WMAPE because it is less sensitive to outliers than RMSE

since WMAPE focuses on absolute errors. We observe that the utility overall increases with the

value of µ, as illustrated in Figure 6.14. Since the privacy budget adjusts to the training accuracy,

which may change irregularly, the increase has some random fluctuation. Based on Equation 28, the

budget value plateaus as µ gets closer to 0. Consequently, our budget allocation behaves similarly

to the uniform budget solution when µ = 0. We also notice that when we make the frequency of the

budget adjustment, m, longer, the accuracy decreases slightly. This decrease is because the noise

scale lowers slowly, negatively affecting more iterations.
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6.4.4 Discussion

Resilience to Privacy Risks and Attacks (RQ1)

Differential privacy is applied in deep learning to protect the individual participants in the train-

ing data and the learned model parameters. However, there is a disagreement in the literature

about the resilience of differentially private learning against privacy attacks (Boenisch, Sperl, and

Böttinger (2021)). On the other hand, many works (Stock et al. (2022), Tan, Zhang, Liu, Li, and Wu

(2022), and H. Phan et al. (2020)) demonstrate the efficiency of differential privacy against attacks

that target the training data. This work exemplifies how adapting traditional differential privacy to

the training paradigm, vertical federated learning, can achieve protection against privacy attacks.

The effect of differential privacy on learning utility (RQ2)

Differentially private deep learning adds noise during training to protect the dataset users’ pri-

vacy by limiting the privacy risk associated with publishing the model parameters. However, uni-

form noise (Abadi et al. (2016)) results in low utility because the added noise is identical even when

the model’s gradients decrease during the training. Budget allocation strategies cannot deliver the

same utility as the non-private models because of the gradient perturbation. However, our experi-

ments demonstrate that AdaVFL reduces the utility difference with the non-private solution by 15%

on average compared to the state-of-the-art dynamic budget allocations (Lee and Kifer (2018), Yu

et al. (2019), and Gong, Feng, and Xie (2020)). This improvement is because our adaptive strategy

relies on the model’s training performance to adjust the noise scale.

6.4.5 Threat to Validity

We tested our feature-aware privacy budget initialization against a privacy attack that closely

mimics our vertical federated learning setup. However, we must emphasize that privacy attacks are

a rich research topic. Therefore, future feature and membership inference attacks may be able to

infer more than we showed in our experiments.
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6.5 Summary

This chapter leverages differential privacy to protect the training data and learning models in

vertical federated learning for mobility forecasting. We use zCDP, a differential privacy variant, for

privacy accounting to balance a tight privacy loss estimation and utility. We proposed the Adaptive

differential privacy for Vertical Federated Learning (AdaVFL) protocol to allocate the privacy bud-

get to each organization based on its features’ participation in the global model and at each iteration

based on its convergence state. The experimental evaluation on two real-world datasets demon-

strates that AdaVFL successfully hinders privacy attacks that target feature inference by 25% and

improves accuracy by 15% on average compared to the state-of-the-art allocation budget solutions.

Moreover, additional experimental evaluation against the state-of-the-art membership inference at-

tack demonstrates the efficiency of AdaVFL in reducing the attacker’s attack.

6.6 Membership Inference Attack Results

This section contains the experimental results of the membership inference attack, omitted from

the main text.

6.6.1 Attack Details and Metrics

We select the membership inference attack presented by Nasr et al. (2019) because its setting

is the closest to ours. The presented attack considers participants and a learning collaborator in

federated learning that act as honest-but-curious adversaries. However, unlike our target model,

which aims to forecast mobility, the models presented in this attack are classifiers. Therefore, the

samples the attacker predicts as members or not are sequences instead of single items (image/user

purchase profile).

We adopt the unsupervised model network architecture where the learning collaborator is an

adversary that aims to infer whether a data sample was part of a targetted organization’s training

dataset based on the exchanged learning parameters during the global model’s training. The learning

collaborator trains an attack model that uses the targeted organization’s gradient vector as input

features and extracts a score that predicts the membership probability of the input data. We follow
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the same neural network architecture presented by Nasr et al. (2019) as illustrated in Figure 6.15

with an input layer that takes the target model’s output, label, loss, and gradient. Then, the output

is flattened into a vector and concatenated as input for a fully connected encoder. The encoder’s

output is a single score fed into a decoder to reconstruct critical features of the attack input. The

decoder only plays a role during the training of the adversary model but not during the attack.

Similar to the presented attack, we measure the following metric to assess the membership

inference attack’s success:

• Attack accuracy: The fraction of the correct membership predictions for unknown data points

over the size of the member and non-member samples.

Experiment: Assesses the effect of the adaptive budgeting scheme on the learning collaborator

membership attack accuracy.

Setup: The learning collaborator captures the target organization model’s parameters over sev-

eral training epochs. Then, it trains the attack model using the collected parameters and a portion

of the target organization’s training data. We vary the observed epochs at different phases of the

training process and the ratio of the attacker’s training dataset that constitutes the attacker’s training

model. Then, we capture the attack’s accuracy.

Results: Tables 6.3 and 6.4 show the membership inference attack accuracy with variable sets

of captured training epochs. We notice that the accuracy decreases (by up to 13%) when the organi-

zation applies our AdaVFL method instead of not using any privacy measure. Similar to the results

observed in Nasr et al. (2019), using later epochs increases the attack accuracy because the later

epochs include more membership information as the model learns the outliers in such epochs.

Tables 6.5 and 6.6 show the membership inference attack accuracy with variable sets of training

data ratio. As demonstrated in Nasr et al. (2019), we observe that when the attacker is trained with

more member data, the accuracy of the membership inference attack improves. Moreover, we show

that using our AdaVFL method reduces the attacker’s accuracy (by up to 14%).
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Observed Attack accuracy Attack accuracy
epochs with with

no privacy AdaVFL (↓%)
3,5,7,9 60.9% 58.6% (↓3%)
5,7,9,11 67.7% 60.3% (↓10%)
7,9,11,13 73% 64.2% (↓12%)
9,11,13,15 78.3% 70.7% (↓9%)

Table 6.3: A comparison of the accuracy of the learning collaborator attacker with various training
epochs on Bike New York dataset. (↓%) represents the percentage decrease in the attack’s accuracy
compared to the no-privacy solution.

Observed Attack accuracy Attack accuracy
epochs with with

no privacy AdaVFL (↓%)
2,4,6,8 66.5% 57.8% (↓13%)
4,6,8,10 71.1% 64.6% (↓9%)
6,8,10,12 73.2% 66.4% (↓9%)
8,10,12,14 78.2% 71.5% (↓8%)

Table 6.4: A comparison of the accuracy of the learning collaborator attacker with various training
epochs on Yelp review dataset. (↓%) represents the percentage decrease in the attack’s accuracy
compared to the no-privacy solution.

Training data Training data Attack Attack
member non-member accuracy with accuracy with

(ratio) (ratio) no privacy AdaVFL (↓%)
20 80 66.2% 62.6%(↓5%)
30 70 73.1% 68%(↓6%)
40 60 77.6% 71.8%(↓7%)
50 50 80.8% 73.1%(↓9%)

Table 6.5: A comparison of the accuracy of the learning collaborator attacker with various training
data size on Bike New York dataset. (↓%) represents the percentage decrease in the attack’s accuracy
compared to the no-privacy solution.
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(a) Bike dataset, AE (b) Yelp reviews, AE

(c) Bike dataset, RMSE (d) Yelp reviews, RMSE

(e) Bike dataset,WMAPE (f) Yelp reviews, WMAPE

Figure 6.8: The utility of the local model under fixed training epochs on Bike New York and Yelp
review datasets. 122



(a) Bike dataset, AE (b) Yelp reviews, AE

(c) Bike dataset, RMSE (d) Yelp reviews, RMSE

(e) Bike dataset,WMAPE (f) Yelp reviews, WMAPE

Figure 6.9: The utility of the global model under fixed training epochs on Bike New York and Yelp
review datasets. 123



(a) Bike dataset, AE (b) Yelp reviews, AE

(c) Bike dataset, RMSE (d) Yelp reviews, RMSE

(e) Bike dataset, WMAPE (f) Yelp reviews, WMAPE

Figure 6.10: The utility of the local model under a fixed privacy budget on Bike New York and Yelp
review datasets. 124



(a) Bike dataset, AE (b) Yelp reviews, AE

(c) Bike dataset, RMSE (d) Yelp reviews, RMSE

(e) Bike dataset, WMAPE (f) Yelp reviews, WMAPE

Figure 6.11: The utility of the global model under a fixed privacy budget on Bike New York and
Yelp review datasets. 125



Figure 6.12: The budget assigned at each iteration per solution captured for a fixed number of
iterations. The beginning of the dotted lines indicates the iteration where the overall budget is
exhausted.

Training data Training data Attack Attack
member non-member accuracy with accuracy with

(ratio) (ratio) no privacy AdaVFL (↓%)
20 80 60.7% 57%(↓6%)
30 70 69.8% 59.6%(↓14%)
40 60 73% 65.9% (↓%9)
50 50 77% 70.5% (↓8%)

Table 6.6: A comparison of the accuracy of the learning collaborator attacker with various training
data size on Yelp review dataset. (↓%) represents the percentage decrease in the attack’s accuracy
compared to the no-privacy solution.
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(a) Bike dataset, ε = 1.8 (b) Yelp reviews, ε = 1.8

(c) Bike dataset, ε = 1.6 (d) Yelp reviews, ε = 1.6

(e) Bike dataset, ε = 1.4 (f) Yelp reviews, ε = 1.4

Figure 6.13: Convergence results of with AdaVFL with different noise levels (ε = 1.4, ε = 1.6,
ε = 1.8) and without noise on Bike New York and Yelp reviews datasets.
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(a) Different m values (b) Different µ values

Figure 6.14: The effect of the algorithm parameters on utility. When mu is closer to 0, the budget
allocation becomes less adaptive and behaves like the uniform budget scheme, leading to lower
utility. When m is larger, it takes longer intervals to adapt the privacy budget, resulting in a slight
decrease in utility.

Figure 6.15: The membership inference attack details: The learning collaborator receives the in-
termediate training parameters from the targeted organization and uses them as input for an unsu-
pervised attack model. The model is composed of a convolutional neural network and several fully
connected networks, an encoder, and a decoder.
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Chapter 7

Conclusion and Future Directions

Global positioning systems, wireless sensor networks and social media generate daily mobility

data covering billions of people across broad geo-areas. Service application providers collect, store,

analyze, and share these data with the public. Unsurprisingly, major corporations such as Google,

Apple, Microsoft, and Facebook are interested in user mobility because of the immense business

opportunities. However, mobility data sharing and analysis pose privacy threats that may lead to

stalking, theft, or abduction. This thesis tackles the issue of exploring mobility data while preserving

the privacy of individuals using two scenarios: continuous mobility aggregate sharing and mobility

forecasting.

We select differential privacy as the primary technique for aggregating useful mobility infor-

mation and forecasting while preserving individuals’ privacy. Two mobility data characteristics

result in challenges when applying differential privacy. First, mobility data is usually spread across

multiple organizations, whereas standard differential privacy relies on a centralized trusted curator.

Secondly, mobility data is typically sequential, while the guarantee provided by differential privacy

degrades with consecutive aggregating of the sensitive data.

Chapter 4 presents a distributed solution enabling multiple organizations to participate in real-

time mobility aggregate monitoring while protecting their users’ privacy. We leverage local dif-

ferential privacy, a variant of the traditional setting, for each organization to perturb its aggregates

locally before sending them to the real-time monitoring entity. We define a dynamic privacy budget

allocation to cater to the sequentiality of mobility aggregates. Finally, we design an approximation
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strategy to reduce the perturbation error and improve the private aggregates’ utility.

Next, we propose in Chapter 5 a vertical federated learning framework for mobility data fore-

casting to allow the learning process to be jointly conducted over multiple organizations targetting

a common location domain. This step is necessary before tackling the private mobility forecasting

issue. Each organization extracts the embedded spatio-temporal correlation between its locations

using a local learning model. A global model synchronizes with the local models to incorporate the

correlation between all the organizations’ locations.

Finally, Chapter 6 leverages differential privacy to protect the training data and models in ver-

tical federated learning for mobility forecasting. We use zCDP, a differential privacy variant, for

privacy accounting to balance a tight privacy loss estimation and utility. We proposed the Adaptive

differential privacy for Vertical Federated Learning (AdaVFL) protocol to allocate the privacy bud-

get to each organization based on its features’ participation in the global model and at each iteration

based on its convergence state.

Privacy preservation comes at a utility cost that is even higher with distributed differential pri-

vacy, as stated by Kairouz et al. (2021), Kairouz, Oh, and Viswanath (2014), and Ye and Barg

(2018). Although we presented several budget allocation approaches to counteract this issue, there

are still some research gaps that we intend to address in the future. First, we believe that the dy-

namic allocation budget for mobility aggregate sharing can be used for aggregates, such as counts or

averages. However, we would like to investigate monitoring sophisticated statistics, such as range

queries, with little utility loss. Moreover, we want to improve the performance of the exponential

approximation strategy execution time.

Moreover, we assume that communication between organizations is secure in all our solutions,

whereas, in practice, the adversary may target private data. For instance, the attacker may be moti-

vated to steal the mobility forecasting model (Tramèr, Zhang, Juels, Reiter, and Ristenpart (2016))

by capturing the exchanged parameters. In this case, a combination of privacy and security measures

is necessary to prevent violating individuals privacy, such as the solution presented by Mohammed,

Alhadidi, Fung, and Debbabi (2013).

Additionally, we assume that the communication between organizations is reliable, leading to

private model updates. However, differences in communication reliability capabilities are inevitable
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among organizations. Consequently, organizations could be offline during training due to unreliable

networks or other factors. Therefore, we plan to investigate the integration of asynchronous feder-

ated learning strategies.

Finally, in most real situations, the organizations may cover irregular mobility periods, leading

to a disparity in data spread (non-independent and non-identically distributed data). This imbalance

creates challenges for practical model training. Several attempts at solving this issue are proposed

by Y. Chen, Ning, Slawski, and Rangwala (2020), Nguyen et al. (2022), R. Wang, Fung, Zhu, and

Peng (2021), and Zhao et al. (2018). Therefore, another research direction could be to consider the

impact of this setting on individuals’ privacy.
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