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#### Abstract

A simulation-based comparison of confidence interval coverage, bias, and variance of alternative spatial biomass estimation methods used for the evaluation of Northern Shrimp biomass

John-Philip Williams In fisheries management, reliable estimates of population abundance metrics such as standing biomass are crucial for sustainability and balanced decision-making. The OGive MAPping (OGMAP) method, used by the Department of Fisheries and Oceans (DFO) in Newfoundland and Labrador for biomass estimation, addresses non-normally distributed populations but raises concerns about handling spatial data variations. I conducted a simulation-based comparative analysis comparing OGMAP against Generalized Additive Models (GAMs) and STRAtified Programs (STRAP) to answer the following question: "are the uncertainties of the estimates calculated from these different methods reliable?"

Using Northern Shrimp, Pandalus borealis, as a reference, I simulated biomass landscapes, exploring parameters like landscape roughness, sampling intensity, and model settings. The analysis consistently showed OGMAP's failure to capture nominal confidence intervals (CIs) compared to alternatives, regardless of the treatment. OGMAP exhibited tighter intervals, raising concerns about overfitting and its inability to reflect the true landscape biomass. However, halving the automatically optimized bandwidths for OGMAP's probability distribution fields significantly improved its realized coverage.

These findings underscore OGMAP's variability, shedding light on its limitations in decision-making by the Department of Fisheries and Oceans. I stress the pivotal role of reliable estimates in fisheries management. Additionally, I suggest that alternative methods, like GAMs, may offer more dependable forecasts given OGMAP's underperformance. This research prompts a review of the fisheries management framework relying on OGMAP, suggesting potential inadequacies in capturing the true uncertainty associated with spatially distributed stocks.
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| :--- | :--- |
| CI | Confidence Interval |
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## Glossary

| Term | Definition |
| :--- | :--- |
| Confidence | The confidence interval (CI) is a statistical range derived from a sample statistic, <br> indicating a range of values within which the true population parameter is expected to <br> fall with a defined level of confidence (the nominal coverage of the interval), as long as <br> the assumptions made about the sampling distribution for the population are accurate <br> (Altman, 2005). For example, on average a 95\% confidence interval should include the <br> true population parameter in 95 samples out of 100 representative samples. |
| Bias | The bias of a point estimate from a given estimator is the systematic tendency of the <br> estimated value to deviate in a particular direction from the true value of a parameter or <br> quantity of interest (Bishara \& Hittner, 2015). It represents the expected (average) <br> discrepancy between the point estimate and the actual population parameter across <br> multiple samples. |
| Variance, |  |
| precision | Variance is a quantitative measure of the spread or dispersion of data points within a <br> dataset around their mean value. When referring to the variance of a point estimate from <br> a given statistical method (estimator), it refers to the expected squared deviation of the <br> point estimate from the expected value of the point estimate across replicated samples <br> (the standard error of the estimate). If one statistical estimator has a higher variance than <br> another, it implies that estimates of the higher variance estimator will be more variable <br> from one sample to the next than the low variance estimator (Wood, 2015). |

Precision in fisheries measurement involves the level of consistency and exactness in the data collected during stock assessments. A precise estimate of fish stock size indicates that repeated assessments under similar conditions yield similar results. The precision of an estimate is the inverse of the variance of that estimate, and I use both terms as is convenient in the text.

Nominal The nominal coverage of a confidence interval procedure denotes the expected fraction Coverage of samples for which the CI will include the true population parameter. For instance, when discussing a $95 \%$ nominal coverage, it means the method is theoretically projected to capture the population parameter within the calculated confidence interval in 95 samples out of 100 . This metric specifically quantifies the anticipated proportion of confidence intervals at a given alpha level, which should include the true population parameter under the presumption of an accurate model (Wackerly et al., 2014).

Realized Realized coverage signifies the actual proportion of confidence intervals calculated by a Coverage

Point Estimate A point estimate is a single numerical value from a statistical model used to estimate an unknown population parameter, such as the true standing stock of fish in a population.

| Strata | In the context of fisheries science, a stratum or strata (plural) refers to a grouping of <br> similar characteristics, specifically used to denote continuous areas of the landscape that <br> share a similar depth. Strata are used in random stratified sampling to ensure consistent <br> spatial coverage of a large area across sampling periods. |
| :--- | :--- |
| Random Random stratified sampling involves randomly selecting sampling locations across <br> Stratified <br> Samplingdistinct strata. This method relies on choosing locations within each stratum randomly. <br> The number of samples taken from each stratum is proportional to the area it represents. |  |

## Introduction

Estimating biomass and abundance presents a complex challenge, with modelling standing as a potent tool to unveil the intricacies of fisheries management; however, the shadow of uncertainty continues to cast its influence. Despite our reliance on rigorous analyses, the persistent concern of inherent uncertainty persists (Charles, 1998). This is far from a new issue, as numerous endeavours have been undertaken to fathom and tackle the impacts and extent of uncertainty (Charles, 1994, 1998; Hilborn, 1987). It is clear that the focus should shift from point estimates to emphasizing how uncertainty is measured and its profound significance in decision-making (Smith \& Addison, 2003). Recognizing the importance of uncertainty assessment has prompted the exploration of techniques such as prediction intervals, which find valuable application in shaping management decisions within fisheries (Berkson et al., 2002).

The dangers of an overly confident comparison of estimates are clear, as such an approach may inadvertently lead to the escalation of fishing rates (Anderson, 2017). Erroneous estimation of biomass can have detrimental repercussions across ecological management and conservation endeavours (Privitera-Johnson \& Punt, 2020a). Overestimating current biomass within a stock might lead to inadequate resource protection, while underestimation could trigger overly restrictive measures, impeding the pursuit of sustainable resource utilization. Even the most thorough analyses and conclusions might unintentionally disregard critical components, thereby yielding inaccurate estimates (Shertzer \& Prager, 2007). Therefore, a comprehensive understanding of uncertainty and its appropriate incorporation into the decision-making processes is a high-priority item if we wish to protect our fisheries in the long term.

Accurate measures of statistical uncertainty are especially important for managing low-abundance or rapidly declining stocks. The decline in fish stocks is a global concern, encompassing not only the broader fish population but also specific subgroups like groundfish rather than the entire fish population (Palomares et al., 2020). Of particular note is the decline in estimated biomass of Northern Shrimp (Pandalus borealis) on the Newfoundland and Labrador (NL) Shelves since 2008-2009 (Pedersen et al., 2022). This raises the question: can the current modeling technique accurately capture the uncertainty of the shrimp population throughout its decline, or might it potentially be unable to faithfully represent the current state of the population? Our understanding of this situation is informed by shrimp trawling surveys, which commenced in 1995 as a direct method of assessment. Answering this question requires an accurate assessment of trends, particularly given the inherent uncertainties associated with such endeavours. The emphasis on the precision and the acknowledgment of potential uncertainties are integral components of discerning the true dynamics at play.

It is crucial to recognize the global context of these challenges as fisheries worldwide grapple with similar concerns. The diminishing biomass, whether in NL's once-thriving fish and shrimp stocks or elsewhere, underscores the urgency of sound stock estimation. This, in turn, guides decision-makers to formulate strategies for the sustainability of fishing practices, such steps as setting appropriate catch limits and implementing conservation measures. These actions are essential not only for safeguarding the ongoing viability of fish stocks but also for ensuring the socio-economic well-being of the fishing industry and the communities that depend on them (Kilduff et al., 2009).

Setting Total Allowable Catch (TAC) within fisheries management is intricately tied to uncertainties that influence our understanding of fisheries and their dynamics (Magnusson \& Hilborn, 2007; Mangel \& Clark, 1983; Privitera-Johnson \& Punt, 2020b). The balance between community needs and ecosystem preservation is underscored by the complexity of accurately assessing fish stock status in the presence of inherent uncertainties. Models are employed to guide TAC determination, acting as guardrails for responsible fish harvest (Schrank, 2007). Risk tolerance significantly influences target-setting, as overly
ambitious goals can lead to overfishing, with potential consequences for both communities and ecosystems (Ruckelshaus et al., 2013; Szuwalski \& Hollowed, 2016).

The uncertainty that pervades fisheries management emerges from a diverse array of sources, including the complexities of fish dynamics, imprecise stock estimates, and suboptimal harvest quotas (Sethi et al., 2005). This uncertainty encompasses intricate factors such as density-dependent population interactions, environmental variables, management objectives, and institutional frameworks (Charles, 1998). In other words, the challenges in accurately assessing fish stock status and establishing sustainable TACs stem from the complex combination of these different factors. The collapse of the Northern Cod (Gadus morhua) population in the 1990s serves as an example of how inadequate management decisions driven by uncertainty can have far-reaching consequences, including the closure of fisheries and economic hardships (Bavington, 2011; Verma, 2019; Walters \& Maguire, 1996).

The Northern Cod fishery in NL further underscores the ramifications of inaccurate assessments and overly optimistic models, which can lead to overfishing and significant socio-economic losses (Hutchings \& Rangeley, 2011). These instances underscore the imperative of precise stock assessments and the implementation of sustainable management practices within fisheries. The intricate interplay of uncertainty within TAC setting and fisheries management necessitates adaptive strategies to navigate the complexities and mitigate potential risks
Fisheries and Oceans Canada (DFO) has conducted extensive research on the shrimp dynamics of fisheries in the NL Shelves (Fisheries and Oceans Canada, 2019). The Northern Shrimp fishery is of utmost importance to the economic and social well-being of rural coastal communities in the region (Fisheries and Oceans Canada, 2006). Further, Northern Shrimp are also ecologically important in benthic ecosystem of the NL Shelves: they represent a substantial portion of the total benthic biomass and serve as a key resource for several predators (Lilly et al., 2000). A decline in Northern Shrimp stocks has been observed starting in 2008, especially in the more southern Shrimp Fishing Areas (SFA 6 and 7; Fisheries Oceans \& Canada, 2017). In 2016, the Northern Shrimp SFA 6 stock shifted from a "Cautious" to a "Critical" state according to the DFO's fish health stock categorizing system (Fisheries and Oceans Canada, 2017). As a result, the DFO implemented shrimp quota cutbacks in SFA 6, and SFA 7 (the most southerly SFA) has been fully closed to shrimp fishing since 2015 (Fisheries and Oceans Canada, 2018). Shrimp biomass in SFA 6 has remained in the Critical Zone despite these cuts in quota (Fisheries and Oceans Canada, 2017). Further, the two northern SFAs, SFA 4 and 5, have also shown declines in estimated biomass from peak levels, but are still both considered to be in the healthy zone (Fisheries and Oceans Canada, 2023). However, all four stocks continue to show strong inter-annual variability in estimated biomass, and it is unclear if this is due to actual population variability or variability in estimated biomass, and there is debate on whether the current biomass estimation methods used for this stock are appropriately incorporating measurement uncertainty into the calculation of CIs (Pedersen et al. 2022).

It is evident that reliable shrimp stock estimates are critical for effective fisheries management and decision-making. As such, since 1995 DFO has monitored the status of shrimp stocks on the NL Shelves through a stratified random sample (see glossary for definitions of italicized terms) bottom trawl survey (Chadwick et al., 2007). For each bottom trawl, the total weight of Northern Shrimp caught is measured, and the measurements from each year are used to calculate indices of current stock size. However, a range of alternative spatial statistical models have been used at different points in time to estimate current Northern Shrimp biomass from the trawl survey data (Healey et al., 2019). These models differ in their assumptions about the statistical distribution of shrimp, and how to calculate CIs for current biomass.

The earliest statistical method of estimating shrimp biomass was Stratified Analysis (STRAP), consisting of calculating the summed weighted average biomass across all strata (S. J. Smith \& G. D. Somerton, 1981). CIs for STRAP are calculated by assuming the biomass distribution across trawls within each stratum was normally distributed. However, this assumption can be problematic for species with longtailed biomass distributions, with many trawls having zero biomass and a few trawls having very large biomasses (Orr, 2004). This is a particular issue for species like the Northern Shrimp, which aggregates into large groups (Duffy, 2010). Furthermore, STRAP requires every stratum to be sampled in each year to calculate biomass estimates and missing samples can lead to biased or missing biomass estimates. As such, STRAP was replaced with a new statistical model in the early 2000s: Ogive Mapping (OGMAP) (Orr, 2004).

OGMAP was developed as a nonparametric spatially explicit alternative method to STRAP for estimating shrimp biomass (Skanes \& Evans, 2005). OGMAP estimates the distribution of biomass at each location in space via kernel regression with a weighting scheme based on distance and depth between locations and survey points (Evans et al., 2000; Geoffrey Evans, Unpublished). OGMAP estimates bandwidths for depth and space using a custom bootstrapping procedure (Evans, Unpublished). This method generates a nonparametric estimate of the probability of getting a trawl of X biomass at a given point based on the distribution of biomass in nearby locations. This model produces estimates for all parts of the distribution of biomass at each location in space: the mean, median, mode, and others. To calculate biomass for a whole region, OGMAP estimates biomass across grid of nodes spread across space, and then sums the biomasses across nodes; it uses bootstrapping to calculate CIs for biomass estimates (Orr, 2004). A simulation study comparing STRAP to OGMAP indicated that OGMAP CIs were smaller (more precise) than STRAP CIs, while still having good realized coverage (Skanes \& Evans, 2005). However, this study used fixed bandwidths when estimating biomass of simulated data, so did not test how OGMAP's custom bandwidth estimation procedure affected the precision of its estimates.

A third statistical method suggested for estimating biomass for these stocks are Generalized Additive Models or GAMs (Pedersen et al. 2022). GAMs are a semi-parametric statistical model that models the distribution of observations as following from some statistical distribution, with a mean that can vary following a nonlinear function of covariates (such as location in space or depth). This method was suggested for modelling these stocks to account for the substantial spatial variation in the NL Shelf, which ranges in depth from 50 up to 4500 meters (Colbourne et al., 2016). GAMs are highly customizable and are based on a combination of both generalized linear models (GLM) and smoothing methods developed in the 1970s and 1980s (Hastie \& Tibshirani, 1986). This method, as the name implies, is based on the addition/sum of many smaller functions. These small functions are called basis functions, and together, they can be combined to form a range of smooth functions in a GAM. Each basis function is multiplied by a coefficient. GAMs use a quadratic penalty on the estimated coefficients, with a penalty estimated using the data, to avoid overfitting the fitted curves to the sample that can occur with a large number of basis functions (Wood, 2017). GAMs are typically estimated via Restricted Maximum Likelihood, based on the complexity of the curve shapes or, in other terms, its wiggliness (Wood, 2017).

GAMs have gained widespread recognition as a versatile and powerful tool for statistical mode lling in various fields, encompassing finance, healthcare, and fisheries science (Hastie \& Tibshirani, 1986; Rigby \& Stasinopoulos, 2005; Szuwalski \& Hollowed, 2016; Wood, 2017). Within fisheries science, GAMs offer valuable insights into fish population dynamics, stock assessment, and ecosystem-based management. Likewise, in the context of fisheries, GAMs enable researchers to identify potential factors affecting fish abundance (Pedersen et al. 2022, Lucet and Pedersen 2023), ultimately leading to enhanced fisheries management and conservation efforts. Moreover, the application of GAMs in fisheries science
proves particularly valuable, as they facilitate the modelling of complex interactions within aquatic ecosystems, estimation of fish biomass, and provision of critical information for sustainable fisheries management. Their capacity to capture complex and non-linear relationships between variables, accommodate diverse fisheries data types, and incorporate spatial and temporal variability contributes significantly to the accurate modelling and management of fish populations, aiding in sustainable fisheries practices and conservation efforts (Hastie \& Tibshirani, 1986; Rigby \& Stasinopoulos, 2005; Szuwalski \& Hollowed, 2016; S. N. Wood, 2017)

Pedersen et al. (2022) compared the performance of GAM and OGMAP models for estimating Northern Shrimp biomass in the NL Shelf. Of particular interest was the notable difference in CI widths between the two methods observed in SFA 6 , the area with the most rugged bathymetry among all SFAs, where OGMAP exhibited a much tighter (more precise) CI compared to a GAM model of biomass in the same SFA. Interestingly, these tighter intervals played a role in the shift from STRAP to OGMAP in DFO practices (Orr, 2004). It was unclear in Pedersen et al. (2022) which, if either, of the CIs should be trusted for use in management decision making. This range of CIs underscores the nuances that must be considered when analyzing the reliability of these estimated ranges; a CI may not capture the true value in the expected fraction of samples due to bias or overly narrow estimations (Figure 1).


Figure 1: Comparison of Confidence Intervals with Error Bars: Plots showcasing the estimation of fish biomass over time. Error bars illustrate different confidence intervals—red error bars (left) represent a well-covered interval, while green error bars (middle) indicate an overfitted interval \& orange error bars indicate a biased coverage. The blue points represent true biomass values.

This current study is designed to evaluate the cause of this divergence via testing alternative biomass estimation techniques on simulated spatially distributed biomass data, with a specific emphasis on comprehending how various methods for estimating biomass are influenced by different landscapes, particularly within the context of fisheries management and the assessment of spatially distributed species.

This work aims to investigate and further the understanding of models looking at spatially distributed populations, more specifically, the evaluation of methods for estimating spatial measurement error of spatial biomass estimates. I compared the three spatial biomass estimation approaches used in the past for NL Northern Shrimp: OGMAP, GAMs and STRAP. I compared and analyzed the performance of these models to answer the following question: "under what conditions do CIs calculated from these models consistently capture the true stock biomass of the simulated populations?". The statistical performance of
these models was evaluated on a series of spatial biomass simulations. This also involved assessing the reliability of the predicted uncertainty based on the known measurement error of these simulations.

To this end, I performed an analysis of the current OGMAP method for spatial biomass estimation of Northern Shrimp compared with GAM- and STRAP-based approaches. I assessed the performance of the coverage of these models based on prediction error, prediction variance, and residual autocorrelation (Hua et al., 2019; Pedersen, Koen-Alonso, et al., 2020; Potts \& Rose, 2018). To understand whether different levels of spatial variation in landscape structure and sampling intensity affected the statistical coverage properties of the different methods, I varied both the spatial structure of simulated landscapes, and the sampling intensity of the simulated stratified random sampling scheme.

## Methods

This project involved three main steps: data generation, prediction generation, and data synthesis and analysis (Figure 2). In the data generation phase, I simulated virtual ocean landscapes and spatial distributions of shrimp biomass. Each landscape was stratified into depth strata, mimicking the stratification method used by the DFO trawl survey (Chadwick et al., 2007). I simulated sampling from these landscapes to mimic the data collected through the DFOs NL Shelves bottom trawl survey. The collected data included depth, water temperature, measured biomass, location, and stratum identifier. This artificially generated trawl data were then processed using the selected models to generate predictions. Subsequently, the predictions obtained from the models were analyzed and compared with the true biomass in each simulated landscape to assess the realized CI coverage, CI width, and bias and variance of the point estimates for each method across replicate sample years.


Figure 2: Framework of the landscape generation and subsequent analysis of OGMAP, STRAP and GAMs. Connections between boxes within the same level represent the order of steps happening for that level; arrows indicate the start of a new process.

## 1. Simulation Design

The study in question was conducted using large-scale simulation data designed to replicate the spatial variation of Northern Shrimp biomass on the NL Shelves, and the trawl-based survey methods used by DFO for the NL multi-species trawl survey (Chadwick et al., 2007). More specifically, I investigated areas that are known to have a great degree of variability in shrimp biomass prediction, as shown by Pedersen et. al. (2022).

The simulations of this work were scripted using R programming language (R Core Team, 2021) Each simulation comprises a raster which contains a pixel grid with assigned values. These rasters have a base size of $500 \times 500$ pixels. I simulated values for each pixel for ocean depth, temperature, and shrimp biomass. Here is a summary of the data processing:

1. Simulate an autocorrelated landscape using the NLMR package (Sciaini et al., 2018).
2. Generation of landscape variation by adjusting landscape patchiness.
3. Generation of depth via a median standardization.
4. Generate temperature variation across the landscape based on depth using a historical model.
5. Simulate variation in average shrimp biomass by considering ideal depth and temperature.
6. Divide the landscape into depth-based strata.
7. Sample the landscape and ensure a minimum of three sample trawls per stratum to replicate the DFO methodology. Simulate trawl-level variation in biomass by drawing trawl biomass from a Tweedie distribution (Shono, 2008; Wood, 2023).

## i. Original landscape generation

The landscape creation process in this study involves the utilization of the NLMMPD algorithm, which stands for "midpoint displacement neutral landscape model." This algorithm employs a diamond-squares technique to generate synthetic landscapes with a certain degree of autocorrelation, resembling natural environments (Sciaini et al., 2018). The initial stage of landscape generation starts with a grid of points represented by a raster (Figure 3), where each pixel corresponds to a specific location within the landscape, containing information about ocean depth, temperature, and shrimp biomass.


Figure 3: Sample plot of the resulting raster from the NLMMPD generation algorithm, brighter pixels represent higher values while darker pixels represent lower values; this represents the first step in generating a biomass landscape.

Each trial as a whole consisted of a set of runs, each containing a set number of landscapes, which are referred to individually as "sims". These simulations are generated using the `nlm_mpd` function from the NLMR R package (Sciaini et al., 2018). The `nlm_mpd` applies the NLMMPD technique and is based on a diamond-squares algorithm which generates synthetic landscapes with spatial
autocorrelation by iteratively dividing and averaging values in a grid to create terrain resembling natural environments (Fournier et al., 1982; Miller, 1986). This method is used to create a landscape that varies fractally in space with varying levels of similarity among nearby points (Figure 4). This guarantees that the terrain displays a specific level of autocorrelation, indicating that points close to one another on the landscape tend to share greater similarities compared to more distant points.


Figure 4: Fractal plasma example
ii. Generation of landscape variation by adjusting landscape patchiness.

I employed a patching algorithm to aggregate neighbouring areas. This was achieved by multiplying the newly created landscape with a new classified raster with the following groups: 0 , $0.33,0.66,1$. This raster of clusters was created using an implementation of a naturalistic clustering approach involving nearest-neighbours (Saura \& Martínez-Millán, 2000) of the NLRM package. This approach generated a landscape of clusters with an associated value. The shape of which aims to recreate possible patches which could occur in a real-world scenario. As I strive to keep most of the landscape unchanged to preserve its natural correlation, I ensured that $60 \%$ of the initial landscape was unaffected by this change. This was achieved using an exponential approach $(\exp (0)=1)$, where patches of value 0 were unchanged, and a variation factor was applied to multiply the values of the remaining pixels directly. This landscape was then multiplied with the landscape generated at step 1 . This deliberate manipulation was aimed at introducing patches of rough terrain and disrupting the overall smoothness of the Gaussian raster, adding complexity and realism to the landscape.

For these simulations, the goal was to recreate the variability which would be present during a routine multi-species trawl in the Newfoundland and Labrador Shelves region. As a result, it was necessary to have varying degrees of sampling and landscape variability. As the areas covered by these trawls show a high degree of variability, particular attention was given to setting variation in landscape depth/biomass at different levels to replicate this naturally occurring process and how it may affect the performance of each model.

## iii. Depth \& Temperature Generation

To make sure the depth maps shared a common baseline for comparison, for each simulation, I scaled the output of my initial landscape model so each simulated landscape had a median depth of 200 m and a Median Absolute Deviation (MAD) around the median depth of 100 m . I utilized the MAD as a measure of how spread the depth values were from their median in the landscape generated by the neutral model. This MAD-based scaling factor allowed us to standardize the depth maps effectively and to compare results across simulations with different levels of landscape variation (patchiness). Examples of simulated depth maps are shown in Figure 5 (top panels). To simulate variation in temperature with depth, I used predicted temperature values from a GAM model predicting temperature as a function of depth that I estimated using trawl data in the NL region. The model is based on the relationship between temperature and depth, utilizing the Gaussian family and
adaptive spline smoother (Wood, 2017) with 40 basis functions. I chose this smoother due to the nonlinear nature of the data, as the adaptive spline smoother can model functions that change shape at different rates across the function. This model assumes that the temperature at location $i$ follows a Gaussian distribution with a mean average temperature ( $\mu_{\text {temp,i}}$ ) that varies smoothly with the square root of depth, and a constant standard deviation ( $\sigma_{\text {temp }}$ ) across all locations.

$$
\begin{gathered}
\mu_{\text {temp }, i}=f\left(\sqrt{\text { depth }_{i}}\right) \\
\text { temp }_{i} \sim \operatorname{Gaussian}\left(\mu_{\text {temp }, i}, \sigma_{\text {temp }}\right)
\end{gathered}
$$

iv. Biomass Generation

After generating temperature and depth rasters for each landscape, I simulated the spatial distribution of biomass for each replicate year in each landscape by employing specific parameters for depth and temperature within my simulation workflow. I assumed that the mean biomass at a given location was modelled by the product of a Gaussian density function of depth (with a mean of 312.5 m and a standard deviation of 200 m ) and a Gaussian density function of temperature (mean of $2.92^{\circ} \mathrm{C}$ and standard deviation of $2^{\circ} \mathrm{C}$ ). The mean and standard deviations were chosen so that the peak biomass concentrations across space corresponded with observed patterns of Northern Shrimp abundance conditions in the Newfoundland and Labrador Shelves. By doing so, I obtained biomass estimates for each simulation run (Figure 5, bottom).


Figure 5: Variation 1-4 (left to right) Landscape examples with Depth (top) of the landscape display from dark blue, shallowest, to yellow, deepest areas, and resulting Biomass (bottom) of the landscape as a function of depth and water temperate where brighter colours indicate increased biomass in metric tons.

## v. Strata generation

I divided each simulated landscape into stratas characterized by similar depth levels to mimic the stratified design used by DFO in Newfoundland and Labrador. I implemented a two-step process that ensured both precision and consistency in defining these strata. Initially, I divided each landscape into 16 equal-width depth bins, each representing a distinct range of depth levels. This initial division provided a coarse stratification of the landscape based on depth. To divide large depth bins into smaller strata, I used Voronoi tessellation from the R SSPM package (Lucet \& Pedersen, 2023).This technique allowed us to partition each depth bin into smaller, contiguous strata, ensuring that each section had a unique label associated with its continuous depth range. Furthermore, to complete my stratum allocation and enhance the overall coherence of the stratification, I implemented a step to merge small areas into larger ones. This process ensured that my stratas remained ecologically meaningful and manageable for subsequent analysis. The minimum stratum size was set to 200 square kilometres, which is consistent with trawl data from the DFOs NL trawl survey. My stratification process generated a range of 100 to 150 strata for each landscape, each characterized by its specific depth range (Figure 6).


Figure 6: Strata generation (left), the colors represent individual stratums which are areas representing pixels of similar depth ; Depth map (right) represents the depth of the landscape with lighter colors indicating deeper areas (i.e. yellow is the deepest)
vi. Data Sampling

I used a stratified random sampling design to simulate trawl samples for each stratum in each year, to mimic the DFO multi-species trawl sampling design (Chadwick et al. 2007). This approach involved the selection of data points from the previously established strata. To maintain consistency through this study, I set a minimum of three samples were drawn from each individual stratum. This decision was twofold in purpose. Firstly, it aligned with the DFO methodology during research trawls, where a minimum of three samples is captured per stratum, ideally. Secondly, it catered to the requirements of the STRAP method for estimating biomass, which relies on a weighted average of mean and standard errors of biomasses from each individual stratum to calculate the estimate and CI for overall biomass. Having three randomly located samples within the same stratum was crucial to obtain accurate estimates of shrimp density, as depth predominantly influences shrimp density, and each stratum exhibits similar depth characteristics across its pixels.

I drew the simulated biomass caught by each trawl from a Tweedie distribution with a mean equal to the simulated biomass density at that location to replicate trawl-to-trawl variation in biomass (Shono, 2008). The Tweedie distribution introduced substantial variability to the trawled biomass values, ranging from high to zero. For this application, I used a shape parameter $(\mathrm{P})$ of 1.76 and a scale parameter $(\Phi)$ of 2; this combination ensures a large number of zeros and a moderate spread of values. These values are based on a Tweedie GAM reference model of NL shrimp distribution (unpublished). This variability accurately represented occurrences in research trawls where either zero or very large shrimp trawls were encountered. As a result, this approach generated simulated trawl data that my models could seamlessly process, faithfully recreating the dynamics of a natural trawl scenario.

## 2. Experimental treatments

The experiment incorporated two treatments: (1) the level of variation, and (2) the sampling intensity, strategically designed to evaluate and enhance the performance of the various models employed in my study. I simulated landscapes with four distinct qualitative levels of variation, ranging from low to high, to investigate how different degrees of landscape variation influence the accuracy and precision of biomass estimates for the statistical models tested (Figure 5). A low level of variation denoted less sharp and smoother variations in depth, while a high level resulted in rapid variation in depth over short spatial
distances. The motivation behind this treatment was to assess how well the models could adapt to landscapes with varying levels of complexity and abrupt depth transitions, reflecting real-world scenarios.

I also varied sampling intensity between the following values: $0.125 \%, 0.25 \%$ and $0.5 \%$ of the total landscape sampled. This was done to systematically evaluate how changing sample size affected the statistical performance of my models. This treatment aimed to explore whether any issues identified with the statistical coverage of CIs from my models would improve by increasing the sample sizes.

I generated 150 replicate landscapes for each treatment level, with each landscape having a uniquely simulated bathymetry. For each replicate landscape, I simulated 200 simulated years (simulations) for each landscape. This approach provided a solid foundation for the subsequent analysis and interpretation of the experimental findings.

Furthermore, I reused one of these completed simulations to analyze the influence of OGMAPs bandwidth parameter. Subsequently generating two additional sets of predictions using a narrow and wide bandwidth based on the standard OGMAP bandwidth estimation, so I could compare the coverage properties of OGMAP CIs for different choices of bandwidths.

## 3. Statistical approaches

For each simulation, I calculated a point estimate and the $90 \%, 95 \%$ and $99 \%$ CI for the total population biomass using the three methods that have been previously suggested for modelling Northern Shrimp in the NL Shelf stocks: OGMAP, GAM, and STRAP.

OGMAP's approach extends beyond the traditional Ogive method by incorporating a technique for bandwidth optimization. This involved the use of the Covariance Matrix Adaptation evolution strategy (CMA-ES (Hansen \& Ostermeier, 1996)), a versatile optimization algorithm implemented through Python (Pycma, 2016/2023). The primary objective of this bandwidth optimization process is to fine-tune the selection of bandwidth values, a critical component of probability field estimation. This optimization addresses two aspects: the pursuit of uniformity and independence among the sampled points within the probability field.

Uniformity, a fundamental concept within OGMAP, revolves around achieving a well-balanced distribution of probabilities associated with deviations from Kolmogorov-Smirnov (KS) curves across the $[0,1]$ range. The key goal is to ensure that each probability value within this range possesses an equal likelihood of occurrence. Optimizing bandwidths significantly enhances the precision and accuracy of the probability field, resulting in more reliable biomass estimates.

Simultaneously, OGMAP places significant emphasis on the concept of "subcauchy" weighting functions. The term "subcauchy" characterizes a specific type of kernel function distinguished by thinner tails compared to the unnormalized Cauchy distribution. These subcauchy kernels play a crucial role in assigning weights to survey nodes based on their proximity to the target node. Notably, the choice of a subcauchy kernel implies that the weights assigned to each survey node depend on their respective distances from the target node. This distribution of weights ensures that survey nodes in closer proximity are assigned higher weights, while those farther away receive lower weights. Consequently, OGMAP's approach captures the local variations in the probability field, leading to more accurate and precise estimates.

Furthermore, OGMAP strongly emphasizes maintaining independence among the sampled probabilities. In this context, "independence curves" represent additional probabilities that are expected to conform to a uniform distribution within the interval $[0,1]$. These independence curves symbolize probabilities that
exhibit autonomy from one another. Bandwidth selection in OGMAP is designed to select for the widest bandwidths that result in uniform and independent curves (Geoffrey Evans, Unpublished)

After successfully optimizing the bandwidths and generating probability fields that adhere to uniformity and independence criteria, OGMAP proceeds to calculate the total biomass of the landscape. This calculation involves summing up the biomass estimates at each survey node, each weighted according to its proximity and contribution to the target node. By aggregating these localized estimates, OGMAP derives a comprehensive and precise assessment of the total biomass for the entire landscape. OGMAP uses a bootstrap resampling technique to calculate CIs of the biomass at each location for each year. This technique operates by repeatedly resampling from the dataset, creating multiple simulated datasets, each with a different subset of points.

Generalized Additive Models (GAMs), unlike traditional linear models that rely on linear relationships between predictors and the response variable, GAMs are constructed using a collection of basis functions. These basis functions serve as building blocks representing various components of the model, such as individual predictor variables or their interactions. By combining these basis functions, GAMs can flexibly capture complex and non-linear relationships in ecological data.

The fundamental idea behind GAMs is to decompose the relationship between predictors and the response variable into multiple additive components. Each component consists of several nonlinear basis functions of environmental predictors. Basis functions are multiplied by coefficients, and then summed to form the overall model. Finally, GAMs use quadratic penalties on the coefficients of the basis functions to prevent the model from over-fitting the observed data (Wood, 2017). Smoothing functions, such as thin-plate splines, are commonly employed as basis functions in GAMs (Wood, 2003). For this GAM model, I used thin-plate splines as basis functions to capture the relationships between latitude (lat), longitude (long), and year (year) when estimating biomass. As I did not intend on predicting biomass through time, I compounded years in subsets of five years for parallelization and to speed up the modelling process. I specified a tensor product smoother of spatial location and year ("te," (Wood, 2006)). I used a tensor product of an isotropic two-dimensional thin-plate spline for space with 27 basis functions and a ten-basis function thin-plate spline smoother for year. This model estimates parameters and smoother penalties using the Restricted Maximum Likelihood (REML ;(Wood, 2017)) method and assumes a Tweedie distribution for the response variable (biomass). This enables us to capture complex non-linear relationships and model complex interactions between the predictor and the response variables.

$$
\begin{gathered}
\mu_{\text {biomass }, i=f\left(\text { long }_{i}, \text { lat }_{i}, \text { year }_{i}\right)} \\
\text { Biomass }_{i} \sim \text { Tweedie }\left(\mu_{\text {biomass }, i}, \phi, p\right)
\end{gathered}
$$

The GAM model provided a spatially explicit estimate of biomass density for each location in space for each year ( $\mu_{\text {biomass }, i}$ ). I translated this into an estimate of biomass for the whole landscape by summing the biomass densities for all locations together into a single value.

To computed confidence intervals (CIs) for the GAM-based biomass estimates, I simulated 1000 replicate coefficient draws from the empirical Bayesian posterior distribution of the fitted model (Wood, 2017). For each posterior draw of each simulation, I calculated the total landscape biomass by summing the estimated biomass density across the landscape. I translated this into confidence intervals for overall biomass by using different quantiles of the posterior distribution, such as $0.1,0.05$, and 0.01 , corresponding to $90 \%, 95 \%$, and $99 \%$ CIs, respectively. By analyzing these posterior samples, I obtained robust CIs that provided a comprehensive view of the uncertainty associated with the biomass estimates.

This approach enhances the reliability and robustness of my ecological findings while aligning them with the flexibility and adaptability offered by GAMs.

Finally, the last method used to estimate biomass was STRAP (Stratified Analysis Programs) (S. J. Smith \& G. D. Somerton, 1981). For this method, I calculated the point estimate of total biomass ( $\mathrm{T}_{\mathrm{Bio}}$ ) as the summation of all average biomasses for each stratum $\left(\sum_{n} \overline{\overline{b o g}}_{i}\right)$, where the average biomass per stratum is determined by the sample mean of biomass densities $\left(\mathrm{kg} / \mathrm{km}^{2}\right)$ calculated from samples within the same stratum $i$ multiplied by the stratum area $\left(\overline{b o_{l}}=\overline{\operatorname{trawl}}_{i} \cdot A_{i}\right)$. I computed the CI for the STRAP estimate for each simulation from stratum-level estimates of the standard error of the biomass, which is based on the sum of the squared stratum area multiplied by the squared within-stratum sample standard error of the biomass density $\left(S_{i}^{2}\right)\left(\sum_{n} S_{i}^{2}=A_{i}^{2} \cdot S E(\text { bio })_{i}^{2}\right)$. The square root of which is equal to the standard error (SE) of the biomass ( $B_{S E}=\sqrt{\sum_{n} S_{j}^{2}}$ ). I then multiplied this standard error by the critical values ( z ) corresponding to $90 \%, 95 \%$ and $99 \% \mathrm{CI}$, according to the Z-distribution, to obtain the respective CIs in combination with the estimate biomass point estimate. ( $C I=T_{b i o} \mp Z * B_{S E}$ )

## 4. Data analysis

In this study, I evaluated the biomass uncertainty present in spatially distributed populations using one-toone comparisons of the models. This involved the analysis of prediction data from the models with absolute landscape values initially generated. I used three different statistical methods to estimate the total landscape biomass and CIs for this biomass for each replicate simulation: OGMAP (Orr, 2004), GAM (Hastie \& Tibshirani, 1986), and STRAP (S. J. Smith \& G. D. Somerton, 1981). These models were built using the sampled data and were subsequently used to generate predictions for each point in the 500 by 500 pixels landscapes, the same as the original data generation. These predictions were then compared to the initial landscapes to estimate the models' performance.

I used the realized coverage of CIs from each method to evaluate the reliability of each model's uncertainty estimates. CIs provide upper and lower bounds of my model's biomass predictions. Since I have access to the actual biomass values from simulations, I can assess how often the CI captures the true value (i.e. the realized coverage of the CI). A well-performing CI should contain the true value in a fraction of simulations equal to its nominal coverage probability (i.e., a $95 \%$ interval should contain the true value in $95 \%$ of simulations). If the CI consistently falls outside the true value, it prompts us to investigate the landscape features responsible for such deviations and refine the models accordingly.

To evaluate the performance of each method for accurately assessing biomass, I calculated two additional statistical metrics of performance: the bias and variance of estimated values across simulations. Bias represents the average difference between the estimated and true biomass for each model. I used percentage bias as the bias measure, which was calculated using the model point estimates and the original absolute true biomass of the simulated landscape. The bias was obtained from the mean of the difference between the model point estimate $\left(\right.$ bio $\left._{p}\right)$ and the true value ( bio $_{t}$ ) divided by the true value, then multiplied by $100 \%\left(B I A S \%_{\text {bio }}=\frac{b i o_{p}}{b i o_{t}} \cdot 100\right)$. Looking at biomass bias allows to gauge the reliability of my models in predicting biomass uncertainty in different habitats where aquatic populations exist. Biomass bias can indicate if different models consistently make similar kinds of errors of over- or under-estimation of population size. Recognizing these patterns of error is essential since I want to rectify these mistakes to enhance the accuracy of the model predictions.

The variance of an estimate is a metric used to provide information about the variability and spread of the model's prediction. I calculated the variance of each model estimate, in $\mathrm{kg}^{2}$, from the mean of the squared
residual $\left(b i o_{r e s}^{2}\right)$ of the models $\left(b i o_{v a r}=\overline{b i o_{r e s}^{2}}\right)$, where the squared residual is obtained from the difference between the model point estimate $\left(b i o_{p}\right)$ and the true value $\left(b i o_{t}\right)\left(b i o_{r e s}^{2}=\left(b i o_{p}-b i o_{t}\right)^{2}\right)$. This metric informs us on how consistent the data is; a low variance would indicate that the data is more consistent and less influenced by the initial sample, while a high variance would be associated with the opposite and greater sensitivity. In conclusion, these metrics serve as a tool for assessing why the CIs of the model are not consistently capturing the true value expected.

## 5. OGMAP bandwidth manipulation experiment

Finally, the last treatment I explored how biomass estimates were affected by the way the OGMAP model processes its kernel regression. By default, OGMAP automatically optimizes its bandwidths to find the most relevant weights for its probability distribution. However, as highlighted in a prior OGMAP investigation (Skanes, 2005), these bandwidths have yet to be explored in depth. Therefore, for my initial exploration of the effects of OGMAP bandwidth, I settled on a test experiment. This experiment aimed to observe the effects of the OGMAP bandwidth on the resulting CIs. I hypothesized that the observed low coverage of the OGMAP intervals could be attributed to OGMAP underestimating the appropriate bandwidth, consequently leading to the under-smoothing of local biomass estimates. This undersmoothing phenomenon can make the model overly responsive to minor local fluctuations in the data, resulting in narrower CIs than the nominal coverage. I delved into the bandwidth parameter to further evaluate the impact of OGMAP's performance and its influence on CIs. I achieved this by calculating OGMAP estimates and CIs three times on the same set of simulations: once using bandwidths estimated using OGMAP's default bandwidth estimation method, once with bandwidths equal to half the default estimates, and once with bandwidths twice as wide as the default estimates. This experiment aimed to understand how changes in the bandwidth of the kernel regression process can affect the model's predictions.

## Results

## 1. Comparing the Effects of Landscape Variation

All three methods produced similar point estimates when applied to different simulated years from a single landscape (Figure 8A-C); Figure 8D shows the average biomass map for the simulated landscape and Figure 8E shows the strata used for sampling for this example. However, the three methods showed a great deal of variation in CI widths: CIs from GAM (Figure 8B) and STRAP (Figure 8C) models had realized coverages close to the nominal $95 \%$ confidence level. In comparison, the realized coverage of nominal $95 \%$ CIs calculated by OGMAP was only $59.5 \%$ across simulations from this landscape (Figure 8A).


Figure 7: Confidence intervals by method A) Confidence intervals (at levels of 90\% (blue), 95\% (green), and 99\% (orange)) for biomass estimates (in units of 1000 tons) using the OGMAP method. Displayed percentages correspond to the realized coverage at the $95 \%$ confidence interval. B) Confidence intervals for the GAM biomass estimates. C) Confidence intervals for the STRAP biomass estimates. D) Biomass distribution of the landscape, utilizing colour gradients to represent biomass density across the area. E) Geographical representation of strata based on depth.

Figure 9 illustrates how the realized coverage of CIs from each method differed across varying levels of landscape variation. OGMAP coverage ranged from $51.3 \%$ to $61.45 \%$ at the $95 \%$ nominal coverage level (Figure 9B). While OGMAP showed a relative increase in realized coverage as the landscape roughness is increased, its overall ability to capture the true biomass of the landscape is low at all confidence levels, peaking at $70 \%$ in the best-case scenario at the $99 \%$ nominal coverage level (Figure 9). In contrast, the GAM and STRAP methods display minor CI fluctuations, remained within 2\% below the nominal 95\%
coverage. The same trends were observed at the $90 \%$ and $99 \%$ CI, with the GAM and STRAP methods showing nominal coverage in contrast to OGMAP (Figure 9A-9C).


Figure 8: Realized coverage of Biomass Estimations; Realized coverage (\%) for which the confidence interval of each method was able to capture the true biomass of the landscape at increasing levels of landscape roughness. The GAM model is represented in green, the OGMAP method in blue, and STRAP in red. The dashed line represents the nominal coverage at the set $90 \%, 95 \%$ and $99 \%$, respectively.

## 6. Effect of Sampling Intensity:

CIs from both STRAP and GAM confidence intervals maintained realized coverage very close to the nominal coverage regardless of the sampling intensity (the total number of trawls per simulation) used (Figure 10). This held true for 90\% (Figure 10A), 95\% (Figure 10B) and 99\% CIs (Figure 10C). However the realized coverage of OGMAP intervals declined with increasing sampling intensity. At the $95 \%$ nominal coverage level, this resulted in a shift from a realized coverage of $56.7 \%$ to $43.5 \%$ as I increased the number of samples (Figure 10B). The performance of OGMAP lagged behind the other investigated methods (Figure 8). Increasing the sample size generally enhanced the reliability of CIs by providing a more comprehensive representation of the data distribution.


Figure 9: Percentage of Successful Biomass Estimations; Percentage of true values, rate of success for which the confidence interval of each method was able to capture the true biomass of the landscape at increasing sampling levels. The GAM model is represented in green, the OGMAP method in blue, and STRAP in red.

## 7. Comparison with Stock Metrics:

Point estimates for all three methods showed very little estimate bias as a percentage of true biomass, regardless of the amount of landscape variation (Figure 11). STRAP estimates had a maximum bias of $0.05 \%$ of the true biomass. GAMs tend to yield predominantly unbiased estimates when averaged across the dataset; with a maximum of $0.45 \%$ and a low of $-0.79 \%$ with a mean of $-0.21 \%$, indicating that GAM estimates are on average only $0.21 \%$ lower than the true value of the landscape. GAMs also tend to become slightly more biased towards underestimating as the landscape roughness increases. OGMAP estimates were consistently biased downward relative to the true biomass; however, this bias was very small relative to the absolute biomass, with bias values ranging from $-0.05 \%$ to $-2.56 \%$. The magnitude of
the bias of OGMAP decreasedas landscape roughness increased. (Figure 11), indicating that it is unlikely that the poor coverage of the OGMAP intervals shown in Figure 10 was due to estimation bias.

I then aimed to assess the proximity of the estimates to the mean by examining the mean of the squared residuals of the mean estimates for each method. As illustrated above, both STRAP and GAM display remarkably similar levels of variance. This similarity suggests that the mean estimates from both methods are consistently close to the true mean of the landscape. Moreover, this closeness gradually improves as the level of variation increases, indicating more accurate estimates (Figure 11).


Figure 10: Percentage bias of GAM (green), OGMAP (blue), and STRAP (red) methods across ascending variation levels from 1 to 4 (low to high), with error bars denoting the standard deviation (SD) of the percentage bias across different landscapes with the same level of landscape roughness.

A comparable trend emerges when analyzing OGMAP. However, it's important to note that OGMAP exhibits a wider spectrum of variance outcomes. This suggests that OGMAP's estimates tend to deviate further from the true mean compared to either GAM or STRAP, especially in scenarios with higher levels of variation (Figure 11).


Figure 11: Variance of each method, OGMAP (blue), GAM (green), and STRAP (red), according to the changing landscape roughness levels from low to high (1-4). The error bars represent the standard deviation (SD) of the variance.

The width of CIs gradually contracts with increased landscape variation for all three methods (Figure 13). Upon examining the $99 \%$ CI, I find that the narrowest intervals consistently occur at the fourth variation level, characterized by rough terrain.


Figure 12 : Average width of Confidence Intervals (CI), representing the resulting Confidence Interval Widths across CI levels, Variations 1-4 (low to high roughness), and methods (GAM in green, OGMAP in blue, STRAP in red).

However, OGMAP distinguishes itself by consistently exhibiting the same trend as the other methods while also boasting significantly tighter CIs across all levels of variation. This distinctive behaviour underscores how the OGMAP method estimates respond to variations in landscape characteristics, where extreme values exert a significant influence on the resulting CIs. This influence is evident in the narrower CIs observed in rougher landscapes at the same variation level.

## 8. Effect of OGMAP's Bandwidth:

When I increased the bandwidths for a single landscape relative to OGMAP's estimated bandwidths, I essentially incorporated a broader range of depth and spatial positions into the biomass estimates for any given location. However, this led to narrower CIs and subsequently lower realized coverage compared to the bandwidths estimated by OGMAP (Figure 14A). This phenomenon suggests that the larger bandwidths are considering a wider array of values, which, paradoxically, results in under-smoothing, as evidenced by the narrower CIs.


Figure 13: Effects of the OGMAP bandwidth on the resulting confidence intervals at levels of 90\% (blue), 95\% (green), and $99 \%$ (orange). The values are ordered by increasing values of model point estimates. The black line represents the absolute true biomass of each Landscape.

On the other hand, when I decreased the bandwidths relative to OGMAP's estimates (Figure 14C), I obtained a much smoother estimate (than Figure 14B), resembling the coverage pattern observed in GAMs (Figure 8B). This reduction in bandwidth meant that fewer values were taken into account, assigning higher weights to individual measurements across the estimated field. Consequently, this led to less smoothing and wider total confidence intervals.

As a result, GAMs displayed more consistent and reliable interval coverage across different sample sizes, showcasing their robustness in handling increased sampling intensity.

## Discussion

In this research, I examined the impact of landscape characteristics on the performance of the chosen modelling techniques with the aim of enhancing the reliability of shrimp biomass estimates which is a key metric for their effective management. I identified the role played by the smoothness or roughness of depth transitions in influencing the performance of the models. I observed a wide spectrum of CI behaviours among methods, revealing disparities in their ability to accurately estimate shrimp quantities. OGMAP's realized coverage consistently fell below the nominal coverage threshold across all simulations, whereas CIs calculated for GAM and STRAP models consistently achieved realized coverage levels close to their nominal rates.

The STRAP model had the lowest bias across simulations, while the analysis of GAMs showed weak bias, which decreased at higher variation levels. In contrast, OGMAP consistently underestimated the true biomass despite showing a reduction in bias as variation levels were increased (Figure 11). However, none of the three models showed a high degree of overall bias, with average bias below $2 \%$ regardless of the method. The examination of variance revealed comparable decreasing trends in both STRAP and GAM, while OGMAP exhibited a similar pattern but with initially higher variance (Figure 12). OGMAP consistently demonstrated narrower CIs across variation levels compared to the other two methods (Figure 12). As such, the poor nominal coverage of OGMAP intervals was likely not due to systematic biases in estimated biomass, but instead because OGMAP CIs were overly narrow (i.e. falsely precise).

In my simulations the widths of OGMAP's CI were narrower on average in landscapes with greater spatial variation, resulting in reduced realized coverage. This behaviour contrasted with the stable CI fluctuations observed in both GAM and STRAP methods when variation levels were adjusted. Furthermore, my exploration extended to sampling density, where I found that higher sampling intensity corresponded to even lower levels of nominal coverage for OGMAP CIs.

In my comparative analysis of biomass estimation methods, one notable observation was the relative underperformance of OGMAP in contrast to other techniques employed in my study. While OGMAP displayed tighter CIs compared to all other methods, which could be a sign of more accurate results, it turned out that OGMAP consistently lagged behind alternative methods when assessing the accuracy of biomass estimates. Specifically, the realized coverage of OGMAP consistently fell behind that of both GAMs and STRAP. This unexpected underperformance raised questions regarding the suitability of OGMAP for this specific research objective. Consequently, I delved deeper into the method's underlying assumptions and limitations, shedding light on the necessity of a nuanced approach in selecting the most appropriate methodology for biomass estimation in this study. These findings highlight the importance of method selection and how the choice of approach can significantly impact the outcomes of biomass estimation studies (Patterson et al., 2001).

The bandwidth parameter for OGMAP emerged as the most important factor that influences the biomass estimate outcome. This parameter dictates the scale at which data are considered and weighted during estimation. Opting for a smaller bandwidth enhances spatial resolution by assigning greater significance to localized data points, making it adept at capturing fine-scale spatial variations. Importantly, it addresses the challenge of dealing with extreme data points, such as unusually high catches, by downplaying their impact through proximity-based weighting. Furthermore, the bandwidth parameter has a direct bearing on the width of CIs around biomass estimates, with smaller bandwidths resulting in larger intervals. Halving the bandwidths notably improved OGMAP's performance, increasing its coverage from $51.3 \%$ to over $92 \%$ at the $95 \%$ confidence level. This highlights the pivotal role of bandwidth settings in OGMAP,
influencing estimates and CIs. This investigation underscored the critical role of bandwidth settings in OGMAP, emphasizing their influence on probability distribution estimates and CIs.

One of the key insights I obtained from this analysis was that larger bandwidth settings led to the generation of overly narrower CIs, due to under-smoothing, resulting in overfitting the observed data. I also noted using narrower bandwidths than those estimated by OGMAP had the opposite effect, causing an increase in the width of the CI during model fitting. As such, the low realized coverage of OGMAP is likely due to the method that OGMAP currently uses for bandwidth estimation overestimating the bandwidth.

This highlights that the procedure OGMAP currently uses for bandwidth estimation is over-estimating the width of bandwidths for biomass, resulting in over-smoothing of biomass, and thus generating falsely low estimates of spatial biomass variability. In the context of fisheries science, where accurate and reliable estimates are crucial for effective management and decision-making, accurate estimates of model uncertainty are particularly important. Unrealistically narrow CIs may result in overconfidence in the precision of estimates, potentially leading to suboptimal management decisions (e.g. setting TACs higher or lower than they should be given the true biomass). My findings suggest that optimizing OGMAP's bandwidth selection process, especially in scenarios with higher sampling intensity, holds the potential to enhance its interval coverage and overall performance.

OGMAPs consistent underperformance compared to GAM and STRAP reflects the broader concern highlighted in the introduction regarding uncertainty in fisheries management. These disparities amongst the techniques underscore the ongoing challenge of accurately estimating shrimp quantities, emphasizing the pressing need to address uncertainties in stock assessments (Charles, 1998).

In my analysis of bias, I found distinctions that shed light on the reliability and performance of each approach. STRAP emerged as a particularly dependable method, exhibiting minimal bias across each research scenarios. What sets STRAP apart is its ability to consistently maintain either a positive or neutral bias, effectively steering clear of under/overestimation pitfalls. This reliability factor is a significant asset, ensuring that STRAP's estimates are generally unbiased. While STRAP is unbiased I need to note that STRAP has a major limitation which does not affect OGMAP or GAM. STRAP requires samples covering the entire studied area, so missing trawls have severe repercussions on this technique leading to loss of spatial information and thus inaccurate estimates. In contrast, when I examined the performance of GAMs, I observed a predominantly unbiased pattern when averaging their estimates across the dataset. This suggests that, on average, GAMs provide estimates that are relatively close to the actual values, making them a reasonable choice for biomass estimation across a range of spatial conditions. Additionally, the incorporation of additional environmental variables into GAM models present promising avenues for advancing our understanding of spatial modeling in ecology and contributing to more accurate and reliable estimation of ecological parameters.

Ensuring that methods used to produce biomass estimates produce reliable measures of statistical uncertainty such as CIs is crucial for effective fisheries management, as it lays the foundation for establishing proper guidelines that promote the conservation and sustainability of managed stocks (Martinet et al., 2016). The OGMAP method, as previously mentioned, currently serves as the standard approach employed by DFO for estimating Northern Shrimp. OGMAP was developed as a response to dealing with non-normally distributed data, offering a potential solution to the challenges posed by such data. It also showed much tighter CIs compared to STRAP, which was considered to be one benefit of the approach when first introduced (Orr, 2004; Skanes and Evans, 2005). However, as underlined, the effect
and range of bandwidths had yet to be thoroughly explored at that time. This work indicates that OGMAP CIs, as currently calculated, may be too narrow to have the advertised (nominal) coverage rates.

The importance of having reliable estimates is a well-established concept in ecological research (Vallecillo et al., 2021). It is a fundamental aspect that allows us to gain a deeper understanding of the populations and interactions within the landscape, enhancing the credibility of the results obtained from the models. This emphasis on reliability is not a recent development but has been a consistent theme in fisheries management and ecological studies. Recent research (Benoît \& Allard, 2020; Jacques Allard \& Hugues P. Benoît, 2019) has emphasized the importance of dependable estimates in fisheries management.

Reliable estimates are essential for the conservation and sustainability of managed stocks (Charles, 1998; Sethi et al., 2005). This simulation based approach provides valuable insights into estimating the confidence of crucial parameters, particularly biomass. Importantly, I demonstrated that OGMAP consistently yields unreliable measures of the precision of biomass estimate, prompting a reconsideration of the stock assessment framework employed by the DFO, where OGMAP serves as a key model for decision-making.

This issue becomes especially critical when considering the Precautionary Approach, where the reference point serves as the threshold determining whether the fishery should be closed (Fisheries and Oceans Canada, 2006). Overly narrow CIs may inadvertently allow the fishing of species below the reference point, violating principles of sustainable fisheries management. These findings underscore the importance of robust estimation methods to ensure that decisions align with the conservation goals outlined in the Precautionary Approach. By offering a robust assessment of my studied models, I contribute essential information for making informed TAC decisions and aligning those TAC limits with the ecological conditions of the target species.

Given these substantial implications, I strongly recommend that the Department of Fisheries and Oceans (DFO) review the use of OGMAP in light of these findings and consider alternative model-based spatial stock assessment approaches for biomass estimation. By reevaluating the model's appropriateness and considering alternative methods, DFO can enhance the reliability of its stock assessments and ensure effective fisheries management. This research provides a foundation for this reconsideration, emphasizing the need for precision and reliability in estimating ecological parameters used for making informed decision- in the dynamic field of fisheries management.
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