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Abstract

Variable Intensity Patches With Swirls (VIPs):

Novel Data Augmentation for Retinal Vessel Segmentation

Prateek Jeet Singh Sohi

A significant problem in retinal vessel segmentation (RVS) research is overfitting

mainly due to the lack of large datasets. Data augmentation can alleviate this prob-

lem. Current augmentation techniques for RVS do not address the main challenges of

localized variable intensities and microvessels in retinal images. This thesis proposes

a data augmentation technique (termed variable-intensity patches with swirls, VIPs)

to create augmented retinal images by randomly adding variable-size and variable-

intensity square patches with swirl structures to a training image, online during train-

ing. We add patches and swirls without overlapping the retinal vessels. Our variable

patches simulate images with illumination changes, and swirls add microvessel-like

structures. To evaluate our augmentation technique, we study recent RVS models

and examine the impact of their components, including augmentation, augmentation

mode, and preprocessing. We then propose both data preprocessing (gamma correc-

tion and contrast enhancement) and VIPs augmentation to address challenges in RVS.

Our experiments with in- and cross-datasets show that our combined augmentation

and preprocessing technique significantly improves the performance of RVS baseline

models (e.g., LWNet by 6.68% and SegRNet by 5.29% in AUC measure). Also, our

technique is more stable than all related works across RVS models. Our approach

helps to reduce the training-validation losses of RVS models and the gap between
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training and validation losses. We performed ablation studies on our technique: com-

paring patches versus swirls, looking at the impact of preprocessing, and analyzing

its hyperparameters.
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Chapter 1

Introduction

1.1 Motivation and Problem Statement

Retinal vessel segmentation (RVS) is essential for early disease detection. State-

of-the-art in RVS uses deep networks such as multi U-net [6, 11–13]. A U-net [4]

is a fully connected convolutional neural network that utilizes skip connections to

facilitate information transfer between it’s down-sampler and up-sampler part of the

network to improve localization. There are three main challenges with modern RVS

approaches:

(a) Datasets of retinal images are tiny (the largest is HRF [3] with 45 images). Small

datasets hinder the model’s generalization and cause over-fitting. Gathering

more data is expensive in the medical domain.

(b) Most RVS models find it difficult to segment microvessels that resemble contours

(noise) in the image background [8]. Microvessel segmentation is important for

early diagnosis because anomalies in the microvessels are the first signs for the

onset of degenerative retinal diseases.
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(c) Most retinal images have localized intensity variations that make vessel segmen-

tation difficult [8].

The survey paper [14] presents a comprehensive review of RVS models and reports

that only 42% of the papers reviewed use data augmentation for regularization. The

survey paper [15] makes two main observations:

(a) Deep learning based RVS techniques struggle to segment microvessels.

(b) RVS techniques do not generalize well when there is domain shift, i.e., applied

on different datasets.

Therefore, the main challenges in RVS are:

1. Small size of RVS datasets hinders model generalization [14–16].

2. Localized intensity variations in RVS images make vessel segmentation difficult

[8]. (See Figure 1.1 for a visual example.)

3. Microvessel segmentation is difficult as most RVS models confuse them with

contours (noise) in the image background [8, 15]. (See Figure 1.1 magnified

portion for visual examples.)

Figure 1.1: Retinal vessel images from different datasets: (a) DRIVE [1] image. (b) CHASEDB [2]
image. (c) HRF [3] image.
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Data augmentation can address such challenges by increasing the number of train-

ing samples and adding patterns to these new samples. The patterns should, however,

be appropriate for RVS.

The augmentation methods [9,16] specific to RVS do not solve the above challenges

since 1) they do not augment localized variable-intensity patterns, 2) they do not add

microvessel like pattern, and 3) they may heavily occlude the vessels as they do not

pay attention to their locations. Basic data-augmentation techniques embedded in

RVS models are not effective to address these challenges either. They use simple

operations such as flipping, rotation, jittering, or blur. Classical data augmentation

methods such as random Erase [17], CutMix [10], or Mosaic [18], used in image

classification or object detection, have not been applied to RVS. Probably because

they may randomly occlude objects (here vessels), resulting in major information loss.

To address the above main challenges in RVS, we propose to use both data prepro-

cessing (offline before training and inference) and data augmentation (online during

training at each epoch):

1. Preprocessing, gamma correction or contrast enhancement, helps address local-

ized intensity variations in RV images.

2. Data augmentation that adds both variable intensity patterns and swirls while

not occluding the vessels can address all challenges.

1.2 Summary of Contributions

In this thesis, we start by systematically studying the impact of components of RVS

models, including the deep learning model itself, the data augmentation it uses, and

possible preprocessing operations on training samples it may use. We arrive at the

following conclusions.
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1. Augmentation is crucial to improve the performance of RVS models. For ex-

ample, when we evaluated the state-of-the-art RVS model LWNet [6] without

its data augmentation, its F1-score dropped by -6.56%. One main reason is the

small RVS datasets available for training.

2. RVS models have variable performances across datasets; for example, LWNet [6]

performance in the F1-score fluctuates between 80% and 57%.

3. The majority of RVS models use their own data augmentation, that is, adapted

to the model architecture. Our simulations show that, indeed, using the aug-

mentation method of one model into another model leads to a major loss in

performance.

4. Few augmentation methods exist that are specifically designed for RVS without

altering the model’s architecture. The challenge is to innovate a method that

is stable across RVS models; certainly data augmentation should not introduce

performance loss.

5. When adequately selected, data preprocessing can lead to performance gains

across RVS models.

To address these conclusions, we first propose the use of preprocessing operations

to improve the contrast between the blood vessels and the background and reduces the

amount of intensity variations. We perform preprocessing before training and before

inferencing. We then contribute a new data augmentation called VIPs (variable

intensity patches with swirls). We perform augmentation online during training at

each epoch. We add swirls to random-sized square patches in the background (without

overlapping the retinal vessels) and randomly vary the intensity of the patches to

generate augmented samples. Since swirls resemble unwanted contours that confuse

the RVS model, our method provides training examples with more contours than the
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original training images at random locations in the image background, thus helping

the model reduce false negative predictions. By varying the intensity of randomly

selected square patches, we increase the number of training images with localized

intensity variations to aid model generalization.

1.3 Thesis Outline

Chapter 2 provides a comprehensive analysis of the related work. Section 2.1 pro-

vides the necessary preliminary information, Section 2.2 is a review of preprocessing

techniques used for RVS. In Section 2.3, we discuss general-purpose augmentation

methods related to RVS, while in Section 2.4 a summary of RVS specific augmenta-

tion methods is given. Finally, Section 2.5 gives a detailed account of the workings

of various RVS models and the data augmentation techniques they use.

Chapter 3 presents a detailed description of our proposed VIPs method and pre-

processing operations.

In Chapter 4, Section 4.1 describes our simulation setup, comparison matrices,

and datasets used. Section 4.3 quantitatively compares recent RVS baseline models

and identifies the best RVS model. Next, in Section 4.4, we study the effect that

individual components (that is, data augmentation and preprocessing) have on the

best RVS models. Section 4.5 compares our VIPs method with related augmentation

methods. This is followed by the ablation studies of our VIPs method in Section 4.6.

Section 4.7 then compares the visual results of our proposed VIPs method with other

related augmentation methods. Finally, we analyze the effects of VIPs on validation

and training loss during model training in Section 4.2.

Chapter 5 summarizes our contributions and provides information about the

prospective future work, which concludes this thesis.
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Chapter 2

Related Works

Our thesis proposes to use both preprocessing and data augmentation to improve

performance of RVS models. Thus, this Chapter reviews related work to preprocess-

ing (Section 2.2), general-purpose data augmentation (Section 2.3), augmentation

methods specific to RVS (Section 2.4), and RVS models and their data augmentation

(Section 2.5).

2.1 Preliminaries

Data augmentation aims to increase the number of training samples by generating

modified copies of the original data. The modifications are achieved through simple

image transformations such as scale or blur or through sophisticated image operations

such as adding whole objects. Depending on the task and objectives, the modification

may lead to minor or major changes. The increase in training samples aims at better

generalization of deep learning models.

Data augmentation may be performed either offline (the dataset is expanded with

augmented samples before training) or online (the training images are augmented at

each training epoch). Online augmentation has the advantage of producing different

augmented images at each epoch; the model gets thus, trained on a larger number
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of unique images compared to offline augmentation. The probability p of using a

specific transformation for augmentation in online modes is referred to as the p-value.

While in offline mode p-value refers to the percentage p of training images used for

augmentation out of all training images.

Preprocessing, on the other hand, enhances the image dataset before training,

using a set of transformations such as contrast enhancement. A critical difference

between offline data augmentation and preprocessing is that the number of training

images remains unchanged after preprocessing, that is, all images are preprocessed.

2.2 Data Preprocessing and RVS

There is little research on preprocessing methods for RVS. The RVS model AR-SA-

U-net [19] performs data preprocessing by extracting the green channel, followed by

CLAHE [5] (that is, contrast limited adaptive histogram equalization). The authors

do not mention the clip limit and gamma values. The RVS model Wave-Net [20]

performs preprocessing by converting all images to grayscale, then applying CLAHE

[5] followed by gamma correction with γ =1.2, but the clip limit used for CLAHE [5] is

not mentioned by the authors. The model Res2Unet [21] performs data preprocessing

by extracting the green channel, followed by CLAHE [5] and gamma correction. The

authors do not mention the clip limit and gamma values. To our knowledge, SegRNet

[7] is the only RVS paper that provides a complete set of hyper-parameter values

used for preprocessing for RVS. SegRNet [7] performs preprocessing by converting all

images to grayscale, then applying CLAHE [5] with a clip limit of 3 and grid size of

8 × 8, followed by gamma correction with γ =1.2.

The paper LIOT [22] proposes a preprocessing method for segmenting curvilinear

objects (including cracks and retinal vessels). LIOT [22] compares the pixel values of

the input image I(p) with a group of 8 neighboring pixels lying in the perpendicular
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direction. The comparison made with groups on the top, bottom, left, and right side

for the individual channels form a 4-channel output image I(ps) given by Equation 1.

I(ps) =
8∑
1

[I(p) > I(pi
s)]× 2i−1,

[I(p) > I(pi
s)] = 1,

[I(p) < I(pi
s)] = 0.

(1)

Where, I(pi
s) is the pixel value at a Euclidean distance i from I(p) towards a direction

s (that is either towards the top, bottom, left, or right).

2.3 General Purpose Data Augmentation

This section reviews general-purpose augmentation methods, meaning those used

across traditional computer vision domains such as image classification and object

detection.

The patch-based random Erase [17] randomly occludes image patches by setting

pixel values inside the randomly selected patches to zero, which makes the classifica-

tion models more robust to occlusion. CutMix [10] augments an image by occluding it

with patches belonging to another image to get the train set. Mosaic [18,23] combines

random portions of four images to form the augmented sample. To the best of our

knowledge, such sophisticated augmentation methods have not been used in RVS. One

reason could be that these patch-based methods do not pay attention to the object’s

location (here, vessel) and may randomly occlude them, resulting in information loss.

2.4 Augmentation Methods Specific to RVS

There are papers such as [9,16] proposing data augmentation methods specific to RVS

without altering the model itself. The paper [16] shows that using transfer learning
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(that is, they use pre-trained weights for a selected number of layers and train the

remaining layers on the target dataset) in addition to their proposed data augmen-

tation ( random rotation, cropping, translation, shear, zoom, CLAHE, saturation,

sharpening, mean-shift blur, and gamma correction in the offline mode) improves U-

net [4] model performance. The authors of [16] do not mention the p-values used for

the augmentation.

The online data augmentation method [9] for RVS first performs vertical and

horizontal flipping with p=0.5 followed by channel-wise random gamma correction,

which takes the input image Vi and outputs an RGB image V ′
i with one of its channels

transformed using gamma correction as given in Equation 2.

V ′
i [:, :, k] = Vi[:, :, k]γi , γi ∈ [0.33, 3]. (2)

Where, V ′
i is the output image with an image channel transformed using gamma

correction, k is the randomly selected image channel in the set {R, G, B} corresponds

to the index values of the red, green, and blue color channels of the input image

Vi, γi is the gamma value used for gamma correction. Finally, channel-wise random

vessel augmentation applies a morphological transformation on the transformed image

V ′
i that alters vessel geometry by omitting vessels less than a certain thickness and

generates a rough segmentation map Mi. The final augmented image is given by V t
i

as shown in Equation 3.

V t
i = V ′

i (1−Mi)× β + Mi × β, β ∈ [0, 1]. (3)

Where, V t
i represents the final augmented image, Mi is a rough segmentation map,

V ′
i is the transformed image obtained after random channel-wise gamma correction,

and β is a control parameter.

Note that augmentation methods for RVS such as [9,16] use gamma correction as
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part of their augmentation strategy, while RVS models such as [7,19–21] use gamma

correction for preprocessing.

As [9,16], our method is also specific to RVS, that is, we propose a data augmen-

tation to improve the model’s performance without altering the RVS model itself.

The main differences between our VIPs and [9,16] are as follows:

(a) They do not use any preprocessing.

(b) We utilize ground truth images to maintain the original structure of retinal

vessels while altering only the background.

(c) The swirl component of our method is specifically designed to improve the

segmentation of microvessels.

(d) Methods [9,16] do not attempt to solve the issues caused by localized intensity

variation, while the patch component of our VIPs method is specially designed

to address this problem.

(e) Unlike [9, 16] that only test there method on a single model, we evaluate our

method across RVS models and show it is stable (useful) .

2.5 RVS Models and their Data Augmentation

In this section, we categorize and present recent RVS models and their data augmen-

tation methods.

Many RVS models such as [6, 8, 11–13] are based on the U-net [4] architecture,

which is a fully connected convolutional neural network architecture that utilizes

skip connections to facilitate information transfer between it’s down-sampler and up-

sampler part of the network for improving localization. A skip connection passes the

output of a layer as input to a layer by skipping a few layers in between.
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Many U-net based RVS models have multi U-Net architecture. In Figure 2.1, we

present a generalized representation of multi-U-net architectures. The main idea be-

hind the design of any multi-U-net architecture is to improve the model’s performance

by cascading the output of one U-net [4] to the next mini-U-net, which could lead to

better feature refinement, and an overall better model performance.
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Figure 2.1: Typical multi-U-net network widely used in RVS. A U-net [4] is a full connected convolu-
tional neural network used for medical image segmentation. A mini-U-net has fewer down-sampling
and up-sampling layers. The depth and number of the mini-U-net varies depending on the RVS
model. The output of a mini-U-net is cascaded as input to the next mini-U-net.
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2.5.1 Multi-U-net Networks

The RVS model IterNet [8] passes the output of the ultimate layer of a U-net [4] as

input to a series of 2 mini-U-nets connected in series and concatenates the output of

each U-net [4] to form the final segmentation map. For augmentation, IterNet [8] uses

random scale, shear, and shift with probability p = 0.05; random contrast, saturation,

brightness, rotation, horizontal and vertical flipping operations with p = 0.5 in the

online fashion. The models CRAUNet [13] and LWNet [6] use two U-nets [4] connected

in series. To improve information transfer between the down-sampler and up-sampler

part of the network, CRAUNet [13] uses a self-attention block called MFCA and

DropBlock [24] regularization to reduce over-fitting. For augmentation, vertical and

horizontal flipping and random rotation are used in an online fashion (the authors

do not mention the p values). For augmentation, LWNet [6] performs random scale,

translate, and rotate with p=0.33, color jitter with p=1, and horizontal and vertical

flipping with p=0.5 in the online mode. FR-Unet [12] uses full-resolution convolution

layers instead of skip connections (typically used in U-net [4]) for learning spatial

features between the network’s down-sampler and up-sampler side. The model FR-

Unet [12] performs online augmentation using horizontal and vertical flipping with

p = 0.5 and random rotation with p = 0.75. DCU-Net [11] cascades two U-nets in

series and uses a channel attention module to transfer information from the first U-

net’s [4] up-sampler side to the second U-net’s [4] corresponding down-sampler side. It

uses deformable convolution blocks [25] instead of convolutional blocks that improve

the model’s ability to capture vessel geometry. DCU-Net [11] crops the images to 48

× 48 and performs vertical and horizontal flipping to achieve augmentation. DCU-

Net [11] performs preprocessing by extracting the green channel of the image and

applying CLAHE [5] to it (the authors do not report the clip limit used for CLAHE

[5]).
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2.5.2 Multi-branch Networks

CSGNet [26] is a fully connected network that consists of three branches, each branch

is trained on images scaled by 0.25, 0.5, and 1. The output of the lower-resolution

branches is passed as input to the higher-resolution branch, and all outputs are con-

catenated to form the final output image. For augmentation, CSGNet [26] performs

random rotation, mirror, and scaling, but the authors do not mention other details,

such as the mode or p-values. ILU-Net [27] proposes two down-sampling and up-

sampling blocks for U-net [4], namely DIB and UIB, which are symmetric blocks

consisting of three branches, where the first branch consists of a 1 × 1 convolutional

layers with the second and third branches consisting of an additional one and two 3 ×

3 convolutional layers respectively. The output of the DIB and UIB blocks is a con-

catenation of the feature map produced by their three branches. For augmentation,

ILU-Net [27] performs random rotation, offset, shear, scaling, horizontal flipping, and

SAMSIE [28] (spatially adaptive multi-scale image enhancement) in the offline mode.

However, the authors of ILU-Net [27] do not mention the p-values. AT-CNN [29] is a

U-net [4] inspired architecture with two branches on the down-sampler side, where the

first is a convolutional neural network (CNN), and the second one is an axial trans-

former. The output of the two branches is then fused and passed on to the up-sampler

side. Using axial self-attention with CNN for encoding helps capture local and global

features. For augmentation, AT-CNN [29] performs random flipping on cropped in-

put images of size 48 × 48 in the offline mode, and the p-values are not mentioned

by the authors. GDF-Net [30] consists of two mini-U-nets with their proposed ASPP

module instead of skip connections, the ASSP module passes the input feature map

parallelly to 4 dilated convolutional layers with dilation rates of 1, 6, 12, and 18 and

concatenates their output. The two U-nets [4] individually focus on global features

and the enhancement of local features. The outputs are fused with the input image

and passed to an attention-based fusion network that is also a modified U-net [4].
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For augmentation, GDF-Net [30] performs random cropping, but the authors do not

mention other details, such as the mode or p-values. DPF-Net [31] is a two-path

U-net [4] like architecture where the first branch is a dense convolutional neural net-

work and the second branch is a recurrent convolutional neural network. It fuses the

multi-scale feature maps from each branch and passes them to the up-sampler side

using its interactive fusion block. DPF-Net [31] performs random cropping to obtain

patches of size 64 × 64, which are used as augmented samples.

In conclusion, multi-branch network architectures claim to have superior segmen-

tation capabilities for small and larger blood vessels by utilizing different-sized convo-

lution kernels for different branches, which incorporate both global and local features.

2.5.3 Networks Using Dilated Convolutions

The RVS model SegRNet [7] captures retinal blood vessel morphology using a DFM

block that magnifies the vessels and obtains denser features by performing dilated

convolutions using a DMFF block. For augmentation, SegRNet [7] performs ran-

dom brightness, motion blur, grid distortion, optical distortion, rotation, vertical flip,

horizontal flip, elastic transform, median blur, and random brightness contrast trans-

formations in the offline mode with p=1. It has a preprocessing step that converts all

images to grayscale, then applies CLAHE [5] with a clip limit of 3 and grid size of 8X8

followed by gamma correction with γ =1.2. The RVS model AR-SA-U-net [19] is a U-

net [4] variant that uses dilated convolutions to solve the issue of vanishing gradients

in the residual module. It proposes a new SCSE [32] based attention module added

as an intermediate block during downsampling and upsampling. AR-SA-U-net [19]

performs augmentation offline by cropping all the input images using a fixed-size

sliding window with p=1. It has a data preprocessing step by extracting the green

channel, followed by CLAHE [5]. The authors do not mention the clip limit and

gamma values. The model MAGF-Net [33] proposes two new network blocks, MSA
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and HFP. The MSA specializes in multi-scale feature extraction by cascading three 3

× 3 consecutive convolutional layers to obtain respective fields of 5 ×5 and 7 × 7. The

HFP block solves the problem of information losses caused by max-pooling during

downsampling. HPF downsamples the dot product of Maxpooling, Avgpooling, and

3 × 3 convolutional operations performed on the feature maps. GT-DLA-dsHFF [34]

is a U-net [4] variant that adds a transformer between the ultimate layer of the down-

sampler and the input layer of the up-sampler to extract long-distance features. A

dual local attention module was introduced that used dilated convolutions to increase

the receptive field and unsupervised edge detection to preserve edge information to

aid with information transfer between corresponding down-sampler and up-sampler

blocks. It augments the data by performing random rotation, horizontal flip, and

color enhancement, but the authors do not mention other details, such as the mode

or p-values.

The main difference between the methods discussed in this section and others is

their use of dilated convolutions as a means of increasing the receptive field, which

leads to better extraction of global features, which could be a significant contributor

to their overall performance. We provide a pictorial representation of standard and

dilated convolution blocks in Figure 2.2.
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Figure 2.2: Visual representation of standard and dilated convolution with different dilation rates.
Dilated convolutions are used for increasing the receptive field of a layer without incurring losses in
resolution.

2.5.4 Networks with Novel Modules

These are the networks that do not fall into other categories but propose new models

of their own. A recent U-net [4] modification ResDO-UNet [35] proposes a convolu-

tion layer called the DO-Conv layer that can extract robust context features, thus

increasing segmentation performance. ResDO-UNet [35] performs random cropping

for augmentation. The model WANet [36] incorporates a layer of second-order differ-

ential Gaussian filter (DSD-GMF) that provides feature maps associated with specific

vessel width, which are passed to a width attention module that captures channel

and position co-relation between the DSD-GMF feature maps and assigns them with

appropriate weight. For augmentation, WANet [36] uses random Gaussian blur, flip-

ping, rotation, cropping, and border crop in the online fashion. Wave-Net [20] is

a U-net [4] based architecture that uses a detail enhancement and de-noising block

(DED) instead of skip connections. A DED block consists of a 5 × 5 convolutional

layer followed by a 1 × 1 convolutional layer designed to capture spacial information
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and a denoiser consisting of a 3 × 3 convolutional layer concatenated with a 3 × 3

raw feature map followed by a 1 × 1 convolutional layer. For augmentation, Wave-

Net [20] performs random cropping, but the authors do not mention other details,

such as the mode or p-values. Wave-Net [20] performs preprocessing by converting all

images to grayscale, then applying CLAHE [5] followed by gamma correction with γ

=1.2; the clip limit used for CLAHE [5] is not mentioned by the authors. The model

VG-DropDNet [37] uses VGG blocks on the down-sampler and up-sampler side of a

U-net [4] shaped architecture and replaces the skip connections with a DenseNet [38]

consisting of a dropout layer after each layer to avoid over-fitting. VG-DropDNet [37]

performs augmentation using random cropping with a fixed window size of 64 × 64

in the offline mode with p=1. The model PLVS-Net [39] is a U-net [4] like architec-

ture that captures spatial features with a prompt block on the down-sampler side.

The prompt block first generates an asymmetric feature map by passing the input

feature map through a 1 × 3 and 3 × 1 convolutional layer and concatenating them;

this asymmetric feature map is then concatenated with two more feature maps, each

obtained by passing the input feature map through a 3 × 3 convolutional layer and

transposed convolutional layer followed by batch normalization and ReLu layer. For

augmentation, PLVS-Net [39] performs brightness, color, contrast enhancement, ran-

dom flipping, and random rotation. The RVS model BFMD-SN-U-net [40] adds a

switchable normalization [41] (SN) layer at the end of every convolutional layer in

addition to using a BFMD module to reduce overfitting and improve generalization.

They use an attention module called GCI-CBAM to aid information transfer from

the down-sampler to the up-sampler side of the network to improve generalization.

BFMD-SN-U-net [40] performs data augmentation as mentioned in [16]; that is, they

perform random rotation, cropping, translation, shear, zoom, CLAHE, saturation,

sharpening, mean-shift blur, and gamma correction in the offline mode. However, the

authors of BFMD-SN-U-net [40] and [16] do not mention the p-values they use. The
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model MFI-Net [42] is a U-net [4] like architecture that performs parallel attention

learning using a PSE module, which is a multi-scale extension of the SE [43] module

that is used to capture the variable widths of retinal vessels. To effectively capture

the inconsistent semantic features, MFI-Net [42] proposed a C2F module that trans-

fers information between the down-sampler and up-sampler sides. For augmentation,

MFI-Net [42] employed random flipping and rotation in the offline mode, the p-values

are not mentioned by the authors. BST-DSN model [44] fuses the output obtained

from the ultimate layer of each VGG block on the up-sampler side to obtain the seg-

mented image. For augmentation, BST-DSN [44] uses rotation, flipping, and scaling

operations to perform offline. Deep-Ret [45] proposes a customized residual network

that utilizes a novel loss function containing an orientation diversity term that en-

sures desirable orientation sensitivity and a noise robustness term to minimize the

effects of noise. The recent model Res2Unet [21] integrates the backbone Res2Net [46]

into U-net [4] in addition to channel attention for providing more robust predictions.

Res2Unet [21] performs the data preprocessing step by extracting the green channel,

followed by CLAHE and gamma correction. The authors do not mention the clip

limit and gamma values. Res2Unet [21] does not do data augmentation. The model

CS-net [47] uses channel and spatial attention modules to improve vessel localization

by increasing information gain. It performs vertical flipping with p = 0.5 and random

rotation with p = 1 in the online fashion. It uses a channel attention block to ef-

fectively utilize multi-channel spaces for feature representation. D-GaussianNet [48]

uses Gaussian-matched filters to estimate vessel curvature for the enhancement of

spatial attention. The authors of D-GaussianNet [48] do not provide details about

the augmentation method used.

The segmentation methods described in this section do not have a common un-

derlying concept to explain their overall performance. Instead, they rely on uniquely

designed modules to achieve better segmentation.
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2.5.5 GAN Based Network

SEGAN [49] is a U-net [4] inspired generative adversarial network (GAN) that per-

forms flipping and rotation operations to achieve data augmentation; the authors do

not mention the exact hyper-parameter values and mode of augmentation.

2.5.6 GNN Based Network

Inspired by graph neural networks (GNN), BTU-Net [50] replaces the U-net [4] block

with a unidirectional graph that is optimized using the BTLBO [51] algorithm to find

the best block structure. It follows the data augmentation regime of ILU-Net [27].

2.5.7 Cross-domain Network

Curvilinear objects include cracks as well as retinal vessels. Models for curvilinear

object segmentation (COS) include JTFN [52] and LIOT [22]. COS papers claim

to be effective for both retinal and crack image segmentation. However, our simula-

tion shows that COS models such as JTFN [52] cannot compete with retinal-specific

models such as LWNet [6] in RVS. For example, the F-score under cross-dataset

CHASE-DB to DRIVE is 68.76% versus 80.18%. (Metrics and datasets are explained

in the simulation Section 4.1.) JTFN [52] is a U-Net-based model that performs

feature refinement using a feature interactive module and a gated attention unit. It

has two branches on the up-sampler side, one for boundary detection and another for

boundary refinement. The feature interactive module facilitates information trans-

fer between the boundary detector and the segmentation branch. For augmentation,

JTFN [52] utilizes color jitter, rotate, horizontal, and vertical flip transformations

with p = 0.5.
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Chapter 3

Proposed Approach

Studying RVS models and their components, we conclude that few models use prepro-

cessing and that augmentation is often specific to the model architecture itself. Also,

we observe that related augmentation methods for RVS do not address the problem of

localized variable intensities in retinal vessel images, nor do they augment patterns to

simulate background contours that the models confuse with microvessels. To address

these limitations, we propose to use both preprocessing, to reduce localized intensity

variations in retinal vessel images, and data augmentation to add (augment with)

localized variations and microvessels.

We use preprocessing at training and inference time; that is, all images of a dataset

are preprocessed (enhanced) before RVS. Our experiments in Section 4.4 show that

the best preprocessing operations for RVS are contrast enhancement (specifically

the contrast-limited adaptive histogram equalization CLAHE from [5]) followed by

gamma correction on the grayscale image (as proposed in SegRNet [7]). The CLAHE

[5] transformation step of the pre-processing reduces localized intensity variations in

the image, while the gamma correction step improves the contrast between the image

background and retinal vessels. We provide visual examples obtained after each step

of the preprocessing pipeline using an original DRIVE [1] image in Figure 3.1.
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Figure 3.1: Visual examples depicting the outputs of the various steps used for preprocessing(i.e.,
grayscale conversion followed by CLAHE [5] and gamma correction) performed on an original DRIVE
[1] image.

We propose a data-augmentation technique specific to RVS without altering the

architecture of the RVS model. We perform data augmentation online during training;

that is, at each training epoch, the augmentation is applied to an image with a

probability p. Augmentation at inference decreases inference speed and is, hence,

typically avoided. Our variable-intensity patches with swirls (VIPs) method creates

augmented retinal images by randomly adding variable-size and variable-intensity

square patches with swirl structures to a training image in online mode. We add

patches and swirls without overlapping the retinal vessels. Our variable patches

simulate image variations such as illumination changes, and our swirls add vessel-like

structures.

We provide visual samples of original images from DRIVE [1], CHASEDB [2], and

HRF [3] versus their VIPs counterparts in Figure 3.2.

The flow chart in Figure 3.3 allows an appreciation of the steps of the proposed

VIPs listed in Algorithm 1, which takes the input image img and its corresponding

binary map gt and produces an augmented image aug. As seen, the hyper-parameters

are α, β, and γ. The total number of patches to add equals α× the width of the input

image. Our intensity transformation multiplies pixels of each patch by a uniformly

random number selected from the interval [β, 1]. We induce swirls using a strength

threshold randomly chosen from [0, γ].
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Figure 3.2: (a) Original DRIVE [1] image. (b) Original CHASEDB [2] image. (c) Original HRF [3]
image. (d) Original image in (a) augmented with our VIPs. (e) Original image in (b) augmented
with our VIPs. (f) Original image in (c) augmented with our VIPs.

Our algorithm starts by randomly selecting variable-sized square patches pimg of

width psize, with (px,py) being the coordinates of the anchor points over img. The

patch is an image window, img[px : psize + px, py : psize + py], which stretches from

px to px+psize in the x-direction and from py to py+psize in the y-direction. A retinal

image consists of vessels in the camera’s field of view and a black background outside

the field of view. We ensure that the randomly selected patches do not overlap with

the retinal vessels by discarding the patches that contain non-zero pixels in their

ground truth. Patches with even one zero-valued pixel are also discarded to ensure

the patches are inside the field of view, that is, max(pgt) = 0 and min(pimg) ̸= 0.

Then, we apply intensity variation and add a swirl to the selected patch. Our intensity

transformation for the selected patch can be summarized using Equation 4.

pimg =img[px : psize + px, py : psize + py]× ω, ω ∈ [β, 1]. (4)

Where, pimg is the image patch after the application of our intensity transformation,

img[px : psize+px, py : psize+py] is the selected image patch, ω is the intensity control
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Figure 3.3: Flowchart of our proposed VIPs method depicting the process of patch selection, inten-
sity, and swirl transformation used for artificial simulation of microvessel.

23



parameter, and β is the minimum possible value of the intensity control parameter.

We iteratively perform the patch selection and augmentation process until we have

the desired number of patches based on α; that is, we add α×W patches.

Algorithm 1 Proposed VIPs
1: Input img, gt
2: Output aug
3: Define:

patch quantity α=0.4
intensity control β = 0.5
swirl control γ = 10
number of iterations n = 0

4: W ← width of img
5: H ← height of img
6: while n < α × W do:
7: Randomly select patch size:

psize ∈ [1, W ]
8: Randomly select anchor point:

(px ∈ [0,W ], py ∈ [0, H])
9: Select patch:

pimg ← img[px : psize + px, py : psize + py]
10: Select gt patch:

pgt ← gt[px : psize + px, py : psize + py]
11: if max(pgt) = 0 and min(pimg) ̸= 0 then
12: n← n + 1
13: Perform intensity transformation:

pimg ← pimg × random(β, 1)
14: Define swirl center:

cx,y ← (round(psize × 0.5), round(psize × 0.5))
15: Define swirl radius: r ← round(psize × 0.5)
16: Define swirl strength: s← random(0, γ)
17: Perform swirl transformation:

pimg ← swirl(pimg, cx,y, r, s)
18: img[px :psize+px,py :psize+py] ← pimg

19: end if
20: end while
21: aug ← img

The process of swirl generation is described in Algorithm 2 (based on a code

of the standard scikit-image library [53] of Python). We use each pixel’s Cartesian

coordinates (x, y) in the selected patch to obtain its polar coordinates (η,θ) and

transform the angle θ using the parameters r (swirl radius) and s (swirl strength).
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The transformed polar coordinates (η,θ′) are given by Equation 5.

(η, θ′) = (η, s× exp
−η
η′ +θ),

η′ = ln(2)× r

5 ,

(η, θ)← ( 2
√

(y − cy)2 + (x− cx)2, arctan(y − cy

x− cx

)).

(5)

Where, (η, θ′) represent the transformed polar coordinates, r corresponds to the radius

of the added swirl, (cx, cy) denotes the Cartesian coordinates of the center point of

the added swirl, s is the strength of the added swirl, and (x, y) are the Cartesian

coordinates within the selected patch. Finally, we convert the transformed polar

coordinates to Cartesian and replace the pixel values at (x, y) with those at the

transformed coordinates (x′, y′) to obtain a swirl on the image patch. The process of

adding swirls can be summarized using Equation 6.

swirlpatch = pimg[x′, y′],

(x′, y′) = (η × cos(θ′), η × sin(θ′)).
(6)

Where, swirlpatch represents our selected patch after swirl addition, (η, θ′) are the

transformed polar coordinates obtained from Equation 5, (x′, y′) are the transformed

Cartesian coordinates used for swirl addition.
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Algorithm 2 swirl generation
1: Input: image patch pimg, swirl center (cx, cy), strength s, radius r
2: Output: swirlpatch

3: Initialize: iteration parameters x = 0, y = 0
4: swirlpatch ← pimg

5: for x ≤ psize :
6: for y ≤ psize

7: Convert (x,y) to polar co-ordinates:
(η, θ)← ( 2

√
(y − cy)2 + (x− cx)2, arctan( y−cy

x−cx
))

8: Transform polar co-ordinates to add a Swirl:
(η, θ′)← (η, s× exp

−η

η′ +θ) ; where η′ = ln(2)×r
5

9: Convert transformed polar to cartesian co-ordinates:
(x′, y′)← (η × cos(θ′), η × sin(θ′))

10: Replace pixel values in the patch with pixel values
for the transformed co-ordinates:
swirlpatch[x, y]← pimg[x′, y′]

11: end
12: end

The hyper-parameters of the proposed method are α to control the number of

patches, β as minimum intensity level, γ as maximum swirl strength, and the p-

value, the augmentation probability at each epoch. A γ=0 means only patches are

added to the image, and a β=1 means only swirls are added. We select the hyper-

parameters values to p=0.5 (that is, the probability of an image being augmented

by our method at each epoch, one reason for choosing p=0.5 is that it is the most

commonly used p-value in the literature), α=0.4 (that is, the total number of patches

to be added to the image are 0.4 times the width of the original image, we observed

that increasing the number of patches resulted in a high amount of overlapping be-

tween the selected patches which results in 0 valued regions of occlusion, while using

a lesser number of patches is insufficient to improve the models robustness to lo-

calized intensity variations), β=0.5 (meaning, the intensity level inside the selected

patch lies in between 0.5 to 1 times the original image, we visually observed that

setting β to a lower values cause a lot of pixel values to become close to zeros which

effectively causes occlusion in almost all the patches, while setting it to higher values

leads to insufficient intensity variations), and γ=10 (meaning that the maximum swirl
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strength inside the patch can be 10, we selected this value to ensure that our swirls

closely resemble the contours of the image background, at higher value of γ the swirls

become too prominent and diss-similar for the original background while lower value

result in negligible swirl component). See also Section 4.6 for a thorough study of the

hyper-parameters.
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Chapter 4

Experimental Analysis

In this Chapter, Section 4.1 explains the simulation setup. Section 4.3 determines

which are the best performing RVS baseline models. Section 4.4 demonstrates the im-

pact of data augmentation operations, its mode, and preprocessing on RVS to examine

the best option. In Section 4.5, we apply our VIPs and related data augmentation

methods on top of the best and second best baselines to perform a comparative anal-

ysis. In Section 4.6, we produce an ablation study of our VIPs method. Section

4.2 shows the effect of our VIPs method during model training using training versus

validation loss curves. Finally, in Section 4.7, we provide visual results.

4.1 Simulation Setup

The baseline RVS models we used for the experiments were: WANet [36] (2022),

FR-Unet [12] (2022), IterNet [8] (2020), SegRNet [7] (2023), and LWNet [6] (2022);

we trained them with the same hyper-parameters and the same data augmentation

as mentioned by the authors.

We selected three widely used RVS datasets in our simulations:

(a) DRIVE [1] consists of 40 images (565×584), 20 images for training, and 20 for
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testing.

(b) CHASEDB [2] consists of 28 images (700×605), 20 images for training, and 8

for testing.

(c) HRF [3] consists of 45 high-resolution images (3504×2336), 15 images for train-

ing, and 30 for testing.

Most RVS datasets do not define validation sets but only train and test sets. Thus,

RVS papers [6, 22, 26, 54, 55] use two types of dataset analysis in-dataset and cross-

dataset.

(a) In-dataset analysis: the RVS models are trained and tested on the train and

test split of the same datasets. This can be considered the validation step in

the train-validate-test simulation framework.

(b) Cross-dataset analysis: the models are trained on the train set of one dataset

but tested on the test set of another dataset. Cross-dataset analysis can be seen

as the test phase in the context of the train-validate-test simulation framework.

Since RVS datasets are small, cross-dataset analysis is essential to ascertain the gen-

eralization capability of RVS models.

Performance measures (metrics) used for RVS are Precision (P ), Recall (R), F1

score (F ), the area under the precision recall curve (AUC), and Accuracy (Acc) [14],

as given by Equation 7, 8, 9, 10, and 11.

P = TP

FP + TP
. (7)

R = TP

FN + TP
. (8)

F = 2×R× P

R + P
. (9)
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AUC =
1∑

i=0

P (Ri−1) + P (Ri)
2 ×∆Ri, ∆Ri = Ri −Ri−1. (10)

Acc = TP + TN

FP + TP + FN + TN
. (11)

Where, TP is the number of true positive predictions, FP is the number of false

positives, FN is the number of false negatives, and i represents the segmentation

threshold. As common in RVS literature, P , R, and F values are given based on the

optimal segmentation threshold calculated to achieve the best F1 score. To calculate

the AUC, we use the Scikit-learn python library [56].

P is the proportion of correctly segmented pixels. R measures the proportion of

ground truth pixels correctly segmented. P and R are interdependent. This makes it

challenging to improve one without affecting the other. Also, it is difficult to establish

true segmentation labels. Therefore, R is typically used, not P . The accuracy metric

Acc might not be reliable in cases where the data has a significant class imbalance. In

the case of RVS data, there are far more pixel values that represent the background

(true negative, TN) than pixel values that represent the blood vessels (true positive,

TP ), making it a classic example of class imbalance [6]. In fact, we can observe in

our results (see, for example, Figure 4.5) that there is very little difference between

the Acc values of different RVS models. For the reasons mentioned above, the F1

score and AUC are considered more reliable performance indicators as they combine

both P and R in a more unified way.

4.2 In-dataset Analysis and Model Training

In this section, based on in-dataset analysis, we examine which are the best RVS

models, check if they overfit due to small dataset sizes, and examine if our VIPs

method helps reduce such overfitting. We then perform 10-fold cross-validation and

combine all three datasets into one to examine how RVS models perform under a
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larger dataset (of images having different sizes, quality, and acquisition devices).

We performed in-dataset analysis for all five baseline models on all three datasets,

i.e., CHASEDB [2], DRIVE [1], and HRF [3], as shown in Table 4.1. We notice

from the average values of Table 4.1 that overall, the best baseline is LWNet [6]

followed by SegRNet [7]. Additionally, based on Table 4.2, we infer that LWNet [6]

is the most compact model architecture while SegRNet [7] has approximately ten

times the number of trainable parameters in comparison to LWNet [6], while the

most computationally complex model IterNet [8] is approximately 200 times more

complex.
CHASEDB [2] DRIVE [1] HRF [3]

Model P R F Acc AUC P R F Acc AUC P R F Acc AUC
IterNet [8] 79.51 82.01 80.10 96.21 63.2 81.00 81.21 81.08 96.52 61.35 79.28 78.58 78.75 94.01 61.02

WANet [36] 88.71 75.68 81.68 97.39 64.32 86.35 78.23 82.09 95.34 63.21 67.11 78.65 72.42 93.13 62.65
FRUNet [12] 76.63 86.82 81.35 97.05 64.21 85.39 80.63 82.72 97.07 64.31 79.11 83.47 81.23 97.11 62.55
SegRNet [7] 82.41 85.29 83.83 97.81 64.04 82.06 83.46 82.27 96.91 64.08 80.06 80.4 80.23 95.96 65.35
LWNet [6] 85.50 86.16 85.83 97.78 66.52 81.50 82.79 82.14 97.05 63.81 79.02 80.84 79.92 96.74 64.22

Average
Model P R F Acc AUC

IterNet [8] 79.93 80.60 79.98 95.58 61.86
WANet [36] 80.72 77.52 78.73 95.29 63.39
FRUNet [12] 80.38 83.64 81.77 97.08 63.69
SegRNet [7] 81.51 83.05 82.11 96.89 64.49
LWNet [6] 82.01 83.26 82.63 97.19 64.85

Table 4.1: Results for in-dataset analysis of RVS baselines. Red indicates best, blue second best,
and green third best result.

Model number of trainable parameters
IterNet [8] 13,604,072

WANet [36] 3,919,682
FRUNet [12] 5,719,621
SegRNet [7] 641,601
LWNet [6] 68,482

Table 4.2: Complexity of RVS models in terms of number of trainable parameters.

We select LWNet [6], SegRNet [7], and IterNet [8] to analyze the performance of

heavy and light weight models, and the generalization capability of our VIPs method

when validated using models of different computational complexity. These RVS mod-

els have their own unique set of data augmentation operations and modes (i.e., online

for LWNet [6], and IterNet [8] and offline for SegRNet [7]). Recall that LWNet [6]

and IterNet [8] have no preprocessing step, but SegRNet [7] does (which uses CLAHE

for contrast enhancement and gamma correction; we term it CLAHEGC).
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Table 4.3 indicates that due to the use of offline augmentation in SegRNet [7] the

total number of images used for a single training epoch is 12 times that of LWNet [6],

additionally since our VIPs is an online augmentation method it has no effect on the

number of images used in each training epoch.

Number of training images in a single Epoch
Model CHASEDB [2] DRIVE [1] HRF [3]

(20 original training samples) (20 original training samples) (15 original training samples)
SegRNet [7] 260 260 195
LWNet [6] 20 20 15

SegRNet [7] + VIPs 260 260 195
LWNet [6] + VIPs 20 20 15

Table 4.3: Total number of training images used by LWNet [6] and SegRNet [7] during a single
training epoch after their augmentations both with and without our VIPs.

However, as shown by Table 4.4, the total number of unique samples used by

LWNet [6] during the entire training process is much larger than SegRNet [7]. This

is because LWNet [6] performs training in an online fashion. Additionally, by adding

our online VIPs to SegRNet [7], it gets 50 times the number of unique samples during

the course of training.

Number of unique samples seen during training
Model CHASEDB [2] DRIVE [1] HRF [3]

SegRNet [7] 260 260 195
LWNet [6] 800 400 450

SegRNet [7] + VIPs 13000 13000 9750
LWNet [6] +VIPs 800 400 450

Table 4.4: Total number of unique image samples seen during the entire training process by LWNet
[6] and SegRNet [7] after augmentations both with and without our VIPs.

LWNet [6], SegRNet [7], and IterNet [8] use Adam optimizer [57] to obtain the

update weights as given by Equation 12.

wi+1 = wi −
mi

1− βi
2
× ( α√

vi

1−βi
2

+ ϵ),

mi = β1 ×mi−1 + (1− β1)(
δϕ

δwi

),

vi = β2 ×mi−1 + (1− β2)(
δϕ

δwi

)2.

(12)
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Where, wi are the current weights at epoch i, wi+1 are the updated weights, α is the

learning rate, β1 and β2 are the decay rate of the gradients moving average set at 0.9

and 0.99, mi is the moving average of the gradients, vi is the moving average of the

squares of the gradients.

LWNet [6] uses two mini-U-nets cascaded in series, thus its overall loss function

ϕt is a sum of the individual mini-U-net’s binary cross entropy loss ϕ1 and ϕ2 as given

in Equation 13.

ϕt = ϕ1 + ϕ2. (13)

Similarly, IterNet [8] cascades a U-net [4] into two mini U-nets connected in series

and its overall loss function is also a sum of the individual U-net’s [4] and mini U-nets

binary cross entropy loss ϕ1, ϕ2, and ϕ3 as shown in Equation 14.

ϕt = ϕ1 + ϕ2 + ϕ3. (14)

The individual binary cross entropy loss ϕ can be expressed using Equation 15.

ϕ = 1
N
×

N∑
i=1

(−(yi × log(pi)) + (1− yi)× log(1− pi)). (15)

Where, N is the total number of predictions, yi are the actual labels that are 0 or 1,

and pi are the predicted probabilities.

SegRNet [7] uses dice loss [58] (ϕd) as the loss function given in Equation 16.

ϕd = 1−
∑N

n=1 pi × yi + ϵ∑N
n=1 pi + yi + ϵ

−
∑N

n=1(1− pi)× (1− yi) + ϵ∑N
n=1 2− pi − yi + ϵ

. (16)

Where, N is the total number of predictions, yi are the actual labels that are 0 or

1, pi are the predicted probabilities, and ϵ is a very small value that prevents the

denominator from ever becoming 0.

To examine the generalization capability of each baseline and how our VIPs
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method affects their generalization, we analyze the loss function plots at training

and validation. Based on the training graphs of light-weight baseline LWNet [6] us-

ing the loss function in Equation 13, we observe in Figure 4.1 overfitting of baseline

(black versus green curves) but our proposed VIPs (blue versus red) not only helps

to reduce the training and validation loss but also reduces the gap between training

and validation loss on all three datasets (DRIVE [1], CHASEDB [2], HRF [3]). This

implies that our VIPs is useful in reducing over-fitting during the training process.

Figure 4.1: The training and validation loss as per Equation 13 versus the epoch for LWNet
[6] trained and validated with and without VIPs (a) on HRF [3], (b) on DRIVE [1], and (c) on
CHASEDB [2]. (CLAHEGC was used for preprocessing.) The number of epochs for each dataset is
specified by the authors of the LWNet [6].

Based on the training plots of the more computationally complex SegRNet [7] as

shown in Figure 4.2, we observe that the gaps between the training and validations

loss are much larger than observed in LWNet [6] indicating that SegRNet [7] shows

34



a higher tendency to overfitting on the training data. Figure 4.2 shows that using

our VIPs reduces the gap between the training and validation losses across all three

datasets (CHASEDB [2], DRIVE [1], and HRF [3]), indicating that using our VIPs

helps to reduce overfitting.

Figure 4.2: The training and validation loss as per Equation 16 versus the epoch for SegRNet
[7] trained and validated with and without VIPs (a) on HRF [3], (b) on DRIVE [1], and (c) on
CHASEDB [2]. (CLAHEGC was used for preprocessing.)

The training plots of IterNet [8] as shown in Figure 4.3 also have a larger gap

between the training and validation losses than LWNet [6] and that they are signifi-

cantly reduced across all three datasets when we use our VIPs. Based on our analysis

of the training plots and the in-datasets analysis, we deduce 1) due to small dataset

sizes, RVS models seem to suffer from the problem of over-fitting and using smaller,

less complex models such as LWNet [6] seems much more beneficial than using more
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complex models with a larger number of trainable parameters, 2) despite the similar

performance of SegRNet [7] and LWNet [6] in terms of F-score and AUC, in terms

of model complexity and generalization LWNet [6] is a much better baseline model,

and 3) using proposed VIPs reduces overfitting for all three models across all three

datasets.

Figure 4.3: The training and validation loss as per Equation 14 versus the epoch for IterNet
[8] trained and validated with and without VIPs (a) on HRF [3], (b) on DRIVE [1], and (c) on
CHASEDB [2]. (CLAHEGC was used for preprocessing.)

To better analyze and validate the effects of our approach (VIPs+preprocessing)

on RVS model generalization, we performed 10-fold cross-validation, both with and

without our proposed VIPs on all three datasets (i.e., CHASEDB [2], DRIVE [1],

and HRF [3]) using the best RVS model LWNet [6]. Based on the average values of

Table 4.5, we observe that our VIPs method not only improves the performance of
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the baseline LWNet [6] but also reduces the standard deviation in all metrics.

CHASEDB [2] DRIVE [1] HRF [3]
Model P R F Acc AUC P R F Acc AUC P R F Acc AUC

LWNet [6] 83.44 82.04 82.65 97.37 66.39 83.21 74.11 78.34 95.93 64.83 86.86 66.71 73.48 96.26 64.83
(±3.18) (±2.34) (±0.94) (±0.23) (±0.45) (±2.42) (±2.69) (±1.41) (±0.23) (±1.06) (±4.37) (±4.36) (±4.93) (±0.59) (±3.23)

LWNet [6] + VIPs 84.73 81.23 82.90 97.44 66.17 84.05 74.12 78.71 96.02 65.183 85.08 69.39 76.29 96.27 65.83
(±2.41) (±1.77) (±0.93) (±0.23) (±0.35) (±2.43) (±1.67) (±0.88) (±0.19) (±0.43) (±3.89) (±4.22) (±2.32) (±0.61) (±0.46)

Average
Model P R F Acc AUC

LWNet [6] 84.50 74.29 78.16 96.52 65.35
(±3.32) (±3.13) (±2.42) (±0.35) (±1.58)

LWNet [6] + VIPs 84.60 74.91 79.30 96.58 65.73
(±2.91) (±2.55) (±1.37) (±0.34) (±0.41)

Table 4.5: Results for 10-fold cross validation of LWNet [6] both with and without VIPs + prepro-
cessing. We give the standard deviations in ().

To study the effects of VIPs on a larger dataset with more diverse examples, we

train and validate the best model, that is, LWNet [6] with and without VIPs on a

combined dataset (we termed COMB) we created by combining the train and test

splits of all three datasets (DRIVE [1], CHASEDB [2], and HRF [3]) for training and

validation respectively. Recall these datasets, which have images of different aspect

ratios captured using different imaging devices. Table 4.6 shows that our proposed

VIPs improves LWNet [6] in all metrics and specifically by 1.61% in terms of F-score

and 1.63% in terms of AUC.

Combined Dataset
Model P R F Acc AUC

LWNet [6] 69.87 70.33 70.10 96.03 64.86
LWNet [6] +VIPs 70.10 73.40 71.71 96.84 66.49

(0.23) (3.06) (1.61) (0.80) (1.63)

Table 4.6: Results for in-dataset analysis of LWNet [6] both with and without VIPs + preprocessing
on combined dataset. We give the gains/losses over the baseline in ().

To examine how the model performs under different datasets, we compare the

validation F-score and AUC values versus the size of the training sets (from small to

larger) in Figure 4.4. First, we observe that using our proposed VIPs + preprocessing

helps improve the validation F-score and AUC values for all training set sizes. Second,

we see that combining the datasets into a large one “COMB” does not seem to be

helpful. This can be due to the variable quality of the images in the COMB dataset.

A word of caution is that these results are in-dataset. Cross-dataset comparison (as
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given in the next sections) is more reliable.

Figure 4.4: Validation scores versus the size of training sets both with and without VIPs. (a)
F-score and (b) AUC. (CLAHEGC was used for preprocessing.)

4.3 Cross: Comparison of Baseline RVS Models

Due to the small size of the RVS datasets but also due lack of train, validate, an test

splits, a cross-dataset analysis allows to evaluate model’s performance with more con-

fidence than in-dataset analysis. Models are evaluated with unseen data from a fully

different dataset. We systematically considered all six possible cross-combinations of

the three datasets, i.e., DRIVE [1], CHASEDB [2], and HRF [3], selected as shown in

Table 4.7. We notice from the average values of Table 4.7 and Figure 4.7 that overall,

the best baseline is LWNet [6] followed by SegRNet [7]. In the following analysis we

thus, focus on studying these two RVS models.
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DRIVE [1] to CHASEDB [2] DRIVE [1] to HRF [3] CHASEDB [2] to DRIVE [1]
Method P R F Acc AUC P R F Acc AUC P R F Acc AUC

WANet [36] 74.51 33.24 45.97 94.00 35.45 65.96 61.57 63.69 93.47 54.58 88.02 56.53 68.84 95.51 56.23
FRUNet [12] 68.08 28.72 40.21 94.91 36.49 4.08 55.03 7.57 47.91 15.66 89.16 54.93 67.98 94.32 49.55
IterNet [8] 52.24 51.68 51.96 93.90 36.42 54.56 60.22 57.25 93.42 32.97 63.87 63.61 63.74 92.15 35.77

SegRNet [7] 63.25 81.89 71.37 95.44 66.88 46.90 88.21 61.24 93.73 54.30 57.86 83.49 68.35 94.41 45.63
LWNet [6] 74.10 80.73 77.28 96.35 70.60 66.63 70.87 68.68 95.12 58.50 80.05 80.11 80.18 96.58 53.72

CHASEDB [2] to HRF [3] HRF [3] to DRIVE [1] HRF [3] to CHASEDB [2]
Method P R F Acc AUC P R F Acc AUC P R F Acc AUC

WANet [36] 77.51 77.93 77.72 95.55 63.54 43.32 69.48 53.37 89.35 36.65 55.98 70.18 62.28 94.13 54.58
FRUNet [12] 5.49 74.86 10.37 47.91 27.21 85.65 59.84 70.08 95.63 44.37 73.28 64.75 68.56 96.56 52.91
IterNet [8] 77.72 71.55 74.51 96.81 54.91 74.14 77.77 75.91 93.52 49.50 57.87 53.91 55.82 92.31 41.23

SegRNet [7] 53.62 83.04 65.16 94.63 58.32 64.56 77.10 70.24 94.55 50.23 76.48 47.86 58.88 94.99 48.30
LWNet [6] 67.36 74.78 70.88 95.74 60.29 71.95 74.77 73.33 95.07 53.19 58.54 57.02 57.77 91.32 43.05

Average
Method P R F Acc AUC

WANet [36] 67.55 61.49 61.98 93.67 50.17
FRUNet [12] 54.29 56.36 44.13 79.54 37.70
IterNet [8] 63.40 63.12 63.20 93.69 41.80

SegRNet [7] 60.45 76.93 65.87 94.63 53.94
LWNet [6] 69.77 73.05 71.35 95.03 56.56

Table 4.7: Results for cross-dataset analysis of RVS baselines. Red indicates best, blue second best,
and green third best result. Note the difference between best (LWNet [6]) and second (SegRNet [7])
best model in AUC is 2.62% and in F-score is 5.48%.

Figure 4.5: Graphical representation of the average P , R, F , Acc, and AUC values for the cross-
dataset analysis of RVS baselines as shown in the last part of Table 4.7.

4.4 Cross-dataset: Impact of Components of RVS

Impact of preprocessing: There is little research on preprocessing methods for

RVS. SegRNet [7] proposes a preprocessing method for RVS. The paper LIOT [22]

proposes a preprocessing method for the segmentation of curvilinear objects (cracks

39



DRIVE [1] to CHASEDB [2] DRIVE [1] to HRF [3] CHASEDB [2] to DRIVE [1]
Method P R F Acc AUC P R F Acc AUC P R F Acc AUC

Preprocessing
LWNet [6] with 56.13 71.79 63.01 94.89 55.53 68.13 70.32 69.21 95.08 63.99 70.74 75.95 73.25 95.14 54.76

LIOT [22] (-17.97) (-8.94) (-14.27) (-1.46) (-15.07) (1.50) (-0.55) (0.53) (-0.04) (5.49) (-9.31) (-4.16) (-6.93) (-1.44) (1.04)
LWNet [6] with 76.55 82.06 79.21 96.52 70.61 70.55 68.39 69.45 96.06 56.69 80.69 79.05 79.86 96.12 52.26

CLHAEGC (2.45) (1.33) (1.93) (0.17) (0.01) (3.92) (-2.48) (0.77) (0.94) (-1.81) (0.64) (-1.06) (-0.32) (-0.46) (-1.46)
SegRNet [7] without 70.26 58.89 64.07 95.41 57.02 58.28 77.47 66.52 96.24 49.26 82.43 45.08 58.28 96.44 45.87

CLHAEGC (7.01) (-23.00) (-7.30) (-0.03) (-9.86) (11.38) (-10.74) (5.28) (2.51) (-5.04) (24.57) (-38.41) (-10.07) (2.03) (0.24)
No data augmentation (DA)

LWNet [6] no DA 51.16 53.26 52.19 92.50 35.51 71.13 69.43 70.27 96.28 59.83 78.66 75.15 76.87 96.01 52.97
(-22.94) (-27.47) (-25.09) (-3.85) (-35.09) (4.50) (-1.44) (1.59) (1.16) (1.33) (-1.39) (-4.96) (-3.31) (-0.57) (-0.75)

SegRNet [7] no DA 97.75 0.31 0.61 93.08 5.43 93.05 3.66 7.05 94.58 6.27 93.55 11.00 19.69 94.71 12.40
(34.50) (-81.58) (-70.76) (-2.36) (-61.45) (46.15) (-84.55) (-54.19) (0.85) (-48.03) (35.69) (-72.49) (-48.66) (0.30) (-33.23)

Augmentation swap
LWNet [6] with 32.80 67.50 44.15 89.85 33.21 70.07 64.05 66.92 96.08 62.59 77.40 76.94 77.17 96.01 57.13

SegRNet’s [7] DA (-41.30) (-13.23) (-33.13) (-6.50) (-37.39) (3.44) (-6.82) (-1.76) (0.96) (4.09) (-2.65) (-3.17) (-3.01) (-0.57) (3.41)
SegRNet [7] with 30.13 26.85 28.40 92.18 23.48 47.17 36.08 40.89 95.45 50.02 72.55 71.45 71.99 95.79 50.56
LWNet’s [6] DA (-33.12) (-55.04) (-42.97) (-3.26) (-43.40) (0.27) (-52.13) (-20.35) (1.72) (-4.28) (14.69) (-12.04) (3.64) (1.38) (4.93)

Online versus offline
LWNet [6] offline 64.94 78.63 71.13 91.80 38.32 74.37 80.92 77.51 96.20 59.71 77.22 78.78 77.99 96.17 59.71

with its DA (-9.16) (-2.10) (-6.15) (-4.55) (-32.28) (7.74) (10.05) (8.83) (1.08) (1.21) (-2.83) (-1.33) (-2.19) (-0.41) (5.99)
SegRNet [7] online 64.79 27.45 38.57 93.93 34.32 57.70 60.71 59.17 95.29 52.65 66.96 66.52 66.74 93.34 49.39

with its DA (1.54) (-54.44) (-32.80) (-1.51) (-32.56) (10.80) (-27.50) (-2.07) (1.56) (-1.65) (9.10) (-16.97) (-1.61) (-1.07) (3.76)
CHASEDB [2] to HRF [3] HRF [3] to DRIVE [1] HRF [3] to CHASEDB [2]

Method P R F Acc AUC P R F Acc AUC P R F Acc AUC
Preprocessing

LWNet [6] with 70.97 71.89 71.43 95.48 58.46 66.64 73.32 69.82 94.44 56.31 59.54 65.78 62.51 95.22 55.03
LIOT [22] (3.61) (-2.89) (0.55) (-0.26) (-1.83) (-5.31) (-1.45) (-3.51) (-0.630 (3.12) (1.00) (8.76) (4.74) (3.90) (11.98)

LWNet [6] with 76.12 69.61 72.72 96.65 56.79 77.55 77.84 77.70 95.36 60.15 70.90 69.72 70.31 94.22 49.03
CLAHEGC (8.76) (-5.17) (1.84) (0.91) (-3.50) (5.60) (3.07) (4.37) (0.29) (6.96) (12.36) (12.70) (12.54) (2.90) (5.98)

SegRNet [7] without 81.97 48.06 60.59 96.44 51.87 80.12 42.28 55.35 96.24 49.26 89.13 0.05 10.60 93.40 9.43
CLAHEGC (28.35) (-34.98) (-4.57) (1.81) (-6.45) (15.56) (-34.82) (-14.89) (1.69) (-0.97) (12.65) (-47.80) (-48.28) (-1.59) (-38.87)

No data augmentation (DA)
LWNet [6] no DA 74.76 70.55 72.59 96.53 59.27 71.26 73.33 72.28 95.05 55.63 43.74 45.43 44.57 88.73 23.00

(7.40) (-4.23) (1.71) (0.79) (-1.02) (-0.69) (-1.44) (-1.05) (-0.02) (2.44) (-14.8) (-11.59) (-13.20) (-2.59) (-20.05)
SegRNet [7] no DA 68.00 7.76 13.93 94.96 17.52 9.33 50.69 15.76 70.12 14.02 13.64 34.65 19.57 80.23 17.42

(14.38) (-75.28) (-51.23) (0.33) (-40.80) (-55.23) (-26.41) (-54.48) (-24.43) (-36.21) (-62.84) (-13.21) (-39.31) (-14.76) (-30.88)
Augmentation swap

LWNet with SegRNet DA 71.78 72.85 72.31 96.54 59.88 71.77 72.83 72.30 95.11 63.47 31.37 22.50 26.20 91.36 11.32
SegRNet’s [7] DA (4.42) (-1.93) (1.43) (0.80) (-0.41) (-0.18) (-1.94) (-1.03) (0.04) (10.28) (-27.17) (-34.52) (-31.57) (0.04) (-31.73)

SegRNet with 59.57 66.68 62.93 94.67 55.29 64.80 59.85 62.23 95.50 46.87 43.43 40.17 41.74 93.76 40.03
LWNet’s [6] DA (5.95) (-16.36) (-2.23) (0.04) (-3.03) (0.24) (-17.25) (-8.01) (0.95) (-3.36) (-33.05) (-7.69) (-17.14) (-1.23) (-8.27)

Online versus offline
LWNet [6] offline 62.76 65.01 63.86 96.51 58.75 55.59 58.03 56.78 92.42 24.05 71.25 69.90 70.57 95.21 58.61

with its DA (-4.60) (-9.77) (-7.02) (0.77) (-1.54) (-16.36) (-16.74) (-16.55) (-2.65) (-29.14) (12.71) (12.88) (12.80) (3.89) (15.56)
SegRNet [6]online 62.68 56.00 59.15 95.66 52.64 75.77 30.47 43.47 94.22 48.70 65.53 66.39 65.96 94.49 38.68

with its DA (9.06) (-27.04) (-6.01) (1.03) (-5.68) (11.21) (-46.63) (-26.77) (-0.33) (-1.53) (-10.95) (18.53) (7.08) (-0.50) (-9.62)
Average

Method P R F Acc AUC
Preprocessing

LWNet [6] with 65.36 71.51 68.21 95.04 57.35
LIOT [22] (-4.41) (-1.54) (-3.15) (0.01) (0.79)

LWNet [6] with 75.39 74.45 74.88 95.82 57.59
CLAHEGC (5.62) (1.40) (3.52) (0.79) (1.03)

SegRNet [7] without 77.03 45.31 52.57 95.70 43.79
CLAHEGC (16.59) (-31.63) (-13.31) (1.07) (-10.16)

No data augmentation (DA)
LWNet [6] no DA 65.12 64.53 64.80 94.18 47.70

(-4.65) (-8.52) (-6.56) (-0.85) (-8.86)
SegRNet [6] no DA 62.55 18.01 12.77 87.95 12.18

(2.11) (-58.92) (-53.11) (-6.68) (-41.77)
Augmentation swap

LWNet [6] with 59.20 62.78 59.84 94.16 47.93
SegRNet’s [7] DA (-10.57) (-10.27) (-11.51) (-0.87) (-8.63)
SegRNet [7] with 52.94 50.18 51.36 51.36 51.36
LWNet’s [6] DA (-7.50) (-26.75) (-14.51) (-0.07) (-9.57)

Online versus offline
LWNet [6] offline 67.69 71.88 69.64 94.72 49.86

with its DA (-2.08) (-1.17) (-1.71) (-0.31) (-6.70)
SegRNet [7] online 65.57 51.26 55.51 94.49 46.06

with its DA (5.13) (-25.68) (-10.36) (-0.14) (-7.88)

Table 4.8: Impact of augmentation and preprocessing modalities on LWNet [6] and SegRNet [7].
We give the gains/loss over baseline in ().
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and retinal vessels). We compared the preprocessing of SegRNet [7] (we term it

CLAHEGC) and LIOT [22] for RVS. As seen in the preprocessing part of Table 4.8,

CLAHGC is by far superior to LIOT [22]. Comparing with and without preprocessing,

Table 4.8 shows a significant performance drop of -4.57 % in the F-scores for SegRNet

[7] when we train it without its CLAHEGC preprocessing. While adding CLAHEGC

to LWNet [6] gives average gains of 3.52 % in F-score. These results indicate that

adequate preprocessing of the data before training benefits RVS models.

Impact of not using data augmentation: From the third part of Table 4.8,

it is evident that RVS heavily depends on data augmentation techniques; we observe

average losses of -6.55 % and -53.10 % in terms of F-score for LWNet [6] and SegRNet

[59] respectively when no data augmentation is used.

Impact of unique data augmentation: Through this experiment, we aim to

understand the dependency of an RVS model on its own data augmentation. From

the fourth part of Table 4.8, we conclude that the specific operations for augmentation

proposed by the authors are an integral part of the RVS models in question: swapping

the set of augmentation between LWNet [6] and SegRNet [7] leads to average losses of

-14.51 % and -11.51 % in terms of F-score for LWNet [6] and SegRNet [7] respectively.

Impact of online versus offline augmentation: We change the mode of data

augmentation for LWNet [6] from online to offline and vice-versa for SegRNet [7]

while keeping their data augmentation as mentioned by their authors; this is done

to understand the impact that augmentation modes have on model performance. In

the fifth part of Table 4.8, we observe on average losses of -1.71 % and -10.36 % for

LWNet [6] and SegRNet [7] indicating that the mode of augmentation is important

and model specific.

Conclusion: based on the above studies, a given RVS model seems to operate

optimally with its own set of operations for augmentation and its mode (online or
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offline). However, the set of preprocessing used for SegRNet [7] has shown signifi-

cant gains for LWNet [6], while LIOT [22] is not useful for LWNet [36]. The losses

caused due to the use of offline augmentation mode (that is, increasing the number of

training samples before training) for LWNet [6] indicates that simply increasing the

number of images blindly does not lead to improved model generalization. Adequate

preprocessing (CLAHEGC) appears to be a crucial step that improves model gener-

alization; one reason could be that preprocessing increases the contrast between the

retinal vessels and background, thus reducing the chances of pixel miss-classification.

4.5 Proposed Versus Related Augmentation Works

Using cross-datasets, we study the performance of our VIPs augmentation method

(with parameters p=0.5, α=0.4, β=0.5, and γ=10), the RVS-specific augmentation

method [9] (we term as “Robust”), and the general-purpose augmentation methods

Mosaic [23], CutMix [10], and Erase [17]. For this, based on our study in Section

4.4, we add them to the baselines for LWNet [6] as-is but equipped with CLAHEGC

preprocessing and to SegRNet [7] as-is (with its CLAHEGC). The results are in Tables

4.9 and 4.10. Comparing the two tables, we conclude that our method is stable across

RVS models and datasets and by far outperforms all related works.
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DRIVE [1] to CHASEDB [2] DRIVE [1] to HRF [3] CHASEDB [2] to DRIVE [1]
Method P R F Acc AUC P R F Acc AUC P R F Acc AUC

LWNet [6] + VIPs 76.03 82.50 79.13 96.78 70.71 74.05 75.87 74.95 95.94 68.23 81.14 81.69 81.41 96.63 54.84
(1.93) (1.77) (1.85) (0.43) (0.11) (7.42) (5.00) (6.27) (0.82) (9.73) (1.09) (1.58) (1.23) (0.05) (1.12)

LWNet [6] + Robust [9] 76.53 83.16 79.71 96.74 70.28 76.97 70.39 73.53 95.79 65.82 81.4 79.65 80.51 96.60 49.94
(2.43) (2.43) (2.43) (0.39) (-0.32) (10.34) (-0.48) (4.85) (0.67) (7.32) (1.35) (-0.46) (0.33) (0.02) (-3.78)

LWNet [6] + Mosaic [23] 75.36 81.59 78.35 96.53 70.67 71.20 67.64 69.37 95.3 58.05 80.18 76.65 78.38 96.31 40.9
(1.26) (0.86) (1.07) (0.18) (0.07) (4.57) (-3.23) (0.69) (0.18) (-0.45) (0.13) (-3.46) (-1.80) (-0.27) (-12.82)

LWNet [6] + cutmix [10] 75.52 84.11 79.59 96.76 71.23 72.29 73.06 72.67 95.62 63.95 80.52 78.78 79.64 96.49 44.62
(1.42) (3.38) (2.31) (0.41) (0.63) (5.66) (2.19) (3.99) (0.5) (5.45) (0.47) (-1.33) (-0.54) (-0.09) (-9.10)

LWNet [6] + Erase [17] 75.86 81.32 78.50 96.57 72.61 71.27 65.90 68.48 95.16 58.19 80.94 77.14 78.99 96.47 48.27
(1.76) (0.59) (1.22) (0.22) (2.01) (4.64) (-4.97) (-0.20) (0.04) (-0.31) (0.89) (-2.97) (-1.19) (-0.11) (-5.45)

CHASEDB [2] to HRF [3] HRF [3] to DRIVE [1] HRF [3] to CHASEDB [2]
Method P R F Acc AUC P R F Acc AUC P R F Acc AUC

LWNet [6]+ VIPs 76.66 76.56 76.61 96.25 60.61 78.21 77.46 77.83 96.06 63.26 71.63 67.71 69.61 95.46 61.78
(9.30) (1.78) (5.73) (0.51) (0.32) (6.26) (2.69) (4.50) (0.99) (10.07) (13.09) (10.69) (11.84) (4.14) (18.73)

LWNet [6] + Robust [9] 76.97 70.39 73.53 95.95 57.70 75.89 77.98 76.92 95.80 64.98 69.58 66.78 68.15 95.31 60.76
(9.61) (-4.39) (2.65) (0.21) (-2.59) (3.94) (3.21) (3.59) (0.73) (11.79) (11.04) (9.76) (10.38) (3.99) (17.71)

LWNet [6] + Mosaic [23] 76.42 66.33 71.02 95.66 48.37 76.49 79.10 77.78 96.04 47.56 64.73 71.29 67.85 94.81 45.89
(9.06) -(8.45) (0.14) (-0.07) (-11.92) (4.54) (4.33) (4.45) (0.97) (-5.63) (6.19) (14.27) (10.08) (3.49) (2.84)

LWNet [6] + Cutmix [10] 76.77 71.08 73.82 95.97 55.07 76.35 78.16 77.24 95.96 50.32 69.43 71.39 70.39 95.38 55.14
(9.41) (-3.7) (2.94) (0.23) (-5.22) (4.40) (3.39) (3.91) (0.89) (-2.87) (10.89) (14.37) (12.62) (4.06) (12.09)

LWNet [6] + Erase [17] 75.83 65.96 70.55 95.62 48.65 73.86 77.36 75.57 96.07 50.88 66.15 68.42 67.27 94.88 54.68
(8.47) (-8.82) (-0.33) (-0.11) (-11.64) (1.91) (2.59) (2.24) (1.00) (-2.31) (7.61) (11.40) (9.50) (3.56) (11.63)

Average
Method P R F Acc AUC

LWNet [6] + VIPs 76.29 76.97 76.59 96.19 63.24
(6.51) (3.91) (5.23) (1.15) (6.68)

LWNet [6] + Robust [9] 76.22 74.73 75.39 96.03 61.58
(6.45) (1.67) (4.03) (1.00) (5.02)

LWNet [6] + Mosaic [23] 74.06 73.77 73.79 95.78 51.91
(4.29) (0.72) (2.43) (0.74) (-4.65)

LWNet [6] + Cutmix [10] 75.15 76.10 75.56 96.03 56.72
(5.37) (3.05) (4.20) (1.00) (0.16)

LWNet [6] + Erase [17] 73.99 72.68 73.23 95.80 55.55
(4.21) (-0.36) (1.87) (0.76) (-1.01)

Table 4.9: Comparing LWNet [6] with proposed VIPs and related augmentation techniques. CLA-
HEGC was used for preprocessing. We give the gains/loss over baseline in (). Red indicates best,
blue second best, and green third best result respectively.

Figure 4.6: LWNet [6] (with CLAHEGC used for preprocessing): Graphical representation of the
average gains/loss in Table 4.9, in P , R, F , Acc, and AUC comparing our proposed VIPs and related
augmentation techniques.
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For LWNet baseline [6], Table 4.9 and Figure 4.6 shows that our VIPs significantly

improves the baseline on average by 6.68% in AUC and by 5.23% in F-score. Our

method outperforms all related augmentation methods, e.g., it gives an average gain

of 5.23 % in F-score versus 4.20% of the second best related work CutMix [10]. It

is Interesting to note that our method introduces no loss in any of the six individ-

ual cross-dataset cases, whereas the second and third best methods, “CutMix” and

“Robust” introduce major losses (e.g., -4.39% in R under CHASEDB [2] to HRF [3]).

For the baseline SegRNet [7], Table 4.10 and Figure 4.7 shows that our VIPs

remains the best augmentation method, as it is for LWNet [6]. For instance, it gives

best average gains of 5.29% in AUC and of 1.03% in F-score over baseline while all

related methods cause major losses in F-score and the second best (Cutmix [10])

method is inferior to our method by AUC is 1.49%.

DRIVE [1]to CHASEDB [2] DRIVE [1] to HRF [3] CHASEDB [2] to DRIVE [1]
Method P R F Acc AUC P R F Acc AUC P R F Acc AUC

SegRNet [7] + VIPs 64.72 81.81 72.27 95.66 68.69 48.53 87.53 62.44 93.79 60.39 58.77 83.94 69.14 96.06 55.32
(1.47) (-0.08) (0.90) (0.22) (1.81) (1.63) (-0.68) (1.20) (0.06) (6.09) (0.91) (0.45) (0.79) (1.65) (9.69)

SegRNet [7] + Robust [23] 73.57 67.76 70.55 96.07 66.33 57.56 80.99 67.29 95.58 59.89 59.74 79.97 68.39 95.92 57.46
(10.32) (-14.13) (-0.82) (0.63) (-0.55) (10.66) (-7.22) (6.05) (1.85) (5.59) (1.88) (-3.52) (0.04) (1.51) (11.83)

SegRNet [7] + Mosaic [23] 72.36 68.82 70.55 96.01 66.31 53.02 84.09 65.03 94.92 57.87 75.53 56.32 64.52 96.58 54.19
(9.11) (-13.07) (-0.82) (0.57) (-0.57) (6.12) (-4.12) (3.79) (1.19) (3.57) (17.67) (-27.17) (-3.83) (2.17) (8.56)

SegRNet [7]+ Cutmix [10] 80.79 47.73 60.01 95.58 56.40 62.80 72.16 67.15 96.04 59.76 67.73 72.38 69.98 96.57 58.78
(17.54) (-34.16) (-11.36) (0.14) (-10.48) (15.90) (-16.05) (5.91) (2.31) (5.46) (9.87) (-11.11) (1.63) (2.16) (13.15)

SegRNet [7]+ Erase [17] 72.10 51.22 59.89 95.29 56.29 56.24 63.97 59.85 95.18 53.27 72.96 62.66 67.42 96.66 56.62
(8.85) (-30.67) (-11.48) (-0.15) (-10.59) (9.34) (-24.24) (-1.39) (1.45) (-1.03) (15.10) (-20.83) (-0.93) (2.25) (10.99)

CHASEDB [2] to HRF [3] HRF [3] to DRIVE [1] HRF [3] to CHASEDB [2]
Method P R F Acc AUC P R F Acc AUC P R F Acc AUC

SegRNet [7] + VIPs 54.58 82.99 65.85 95.78 58.36 64.64 76.44 70.05 96.26 62.33 77.67 51.20 61.72 95.11 50.32
(0.96) (-0.05) (0.69) (1.15) (0.04) (0.08) (-0.66) (-0.19) (1.71) (12.10) (1.19) (3.34) (2.84) (0.12) (2.02)

SegRNet [7] + Robust [9] 51.69 77.84 62.12 94.67 55.29 74.32 59.72 66.23 96.64 58.94 84.05 29.07 43.20 94.69 40.60
(-1.93) (-5.20) (-3.04) (0.04) (-3.03) (9.76) (-17.38) (-4.01) (2.09) (8.71) (7.57) (-18.79) (-15.68) (-0.30) (-7.70)

SegRNet [7] + Mosaic [23] 75.25 58.77 66.00 96.60 58.73 53.85 65.38 59.06 95.00 52.56 84.10 32.29 46.67 94.87 43.86
(21.63) (-24.27) (0.84) (1.97) (0.41) (-10.71) (-11.72) (-11.18) (0.45) (2.33) (7.62) (-15.57) (-12.21) (-0.12) (-4.44)

SegRNet [7]+ Cutmix [10] 64.09 72.78 68.16 96.18 60.63 70.02 65.57 67.72 96.55 60.27 79.61 40.71 53.87 95.16 50.63
(10.47) (-10.26) (3.00) (1.55) (2.31) (5.46) (-11.53) (-2.52) (2.00) (10.04) (3.13) (-7.15) (-5.01) (0.17) (2.33)

SegRNet [7] + Erase [17] 65.72 63.51 64.60 96.09 57.49 66.43 59.14 62.57 96.10 55.69 71.75 40.75 51.98 94.77 48.85
(12.10) (-19.53) (-0.56) (1.46) (-0.83) (1.87) (-17.96) (-7.67) (1.55) (5.46) (-4.73) (-7.11) (-6.90) (-0.22) (0.55)

Average
Method P R F Acc AUC

SegRNet [7] + VIPs 61.49 77.32 66.91 95.44 59.24
(1.04) (0.38) (1.03) (0.81) (5.29)

SegRNet [7] + Robust [9] 66.82 65.89 62.96 95.60 56.42
(6.37) (-11.04) (-2.91) (0.97) (2.47)

SegRNet [7] + Mosaic [23] 69.02 60.95 61.97 95.66 55.59
(8.57) (-15.98) (-3.90) (1.03) (1.64)

SegRNet [7]+ Cutmix [10] 70.84 61.89 64.48 96.01 57.75
(10.39) (-15.04) (-1.39) (1.38) (3.80)

SegRNet [7] + Erase [17] 67.53 56.88 61.05 95.68 54.30
(7.08) (-20.05) (-4.82) (1.05) (0.75)

Table 4.10: Comparing SegRNet [7] with proposed VIPs and related augmentation techniques.
CLAHEGC was used for preprocessing. We give the gains/loss over baseline in (). Red indicates
best, blue second best, and green third best result respectively.
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Figure 4.7: SegRNet [7]: Graphical representation of the average gains/loss in Table 4.10 in P , R,
F , Acc, and AUC comparing proposed VIPs and related augmentation techniques.

4.6 Ablation study

In the first cross-dataset ablation study, we examine the effects of using preprocessing

(CLAHEGC) only, data augmentation VIPs only, and data augmentation VIPs +

preprocessing on the LWNet [6] baseline. For VIPs, we used the proposed set of

hyper-parameters p=0.5, α=0.4, β=0.5, and γ=10. From Table 4.11 and Figure

4.8, we observe that adding “VIPs with preprocessing” to the LWNet [6] baseline

gives the best results compared to “VIPs without preprocessing” and “preprocessing

without VIPs”. Not only is the average gain the highest among the three modes

but “VIPs with preprocessing” is more stable, that is, it introduces no losses in any

of the individual cross-dataset cases. The mode “preprocessing without VIPS” can

introduce major losses (e.g., -5.17% in R under CHASEDB to HRF).
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DRIVE [1] to CHASEDB [2] DRIVE [1] to HRF [3] CHASEDB [2] to DRIVE [1]
Method P R F Acc AUC P R F Acc AUC P R F Acc AUC

LWNet [6] + VIPs 76.03 82.50 79.13 96.78 70.71 74.05 75.87 74.95 95.95 68.23 81.14 81.69 81.41 96.63 54.84
with preprocessing (1.93) (1.77) (1.85) (0.43) (0.11) (7.42) (5.00) (6.27) (0.83) (9.73) (1.09) (1.58) (1.23) (0.05) (1.12)
LWNet [6] + VIPs 75.02 81.31 78.04 96.41 70.81 73.93 73.34 73.64 95.75 60.14 80.30 80.53 80.41 96.59 54.57

without preprocessing (0.92) (0.58) (0.76) (0.06) (0.21) (7.30) (2.47) (4.96) (0.63) (1.64) (0.25) (0.42) (0.23) (0.01) (0.85)
LWNet [6] with 76.55 82.06 79.21 96.52 70.61 70.55 68.39 69.45 96.06 56.69 80.69 79.05 79.86 96.12 52.26

preprocessing (no VIPs) (2.45) (1.33) (1.93) (0.17) (0.01) (3.92) (-2.48) (0.77) (0.94) (-1.81) (0.64) (-1.06) (-0.32) (-0.46) (-1.46)
CHASEDB [2] to HRF [3] HRF [3] to DRIVE [1] HRF [3] to CHASEDB [2]

Method P R F Acc AUC P R F Acc AUC P R F Acc AUC
LWNet [6] + VIPs 76.66 76.56 76.61 96.25 60.61 78.21 77.46 77.83 96.06 63.26 71.63 67.71 69.61 95.46 61.78
with preprocessing (9.30) (1.78) (5.73) (0.51) (0.32) (6.26) (2.69) (4.50) (0.99) (10.07) (13.09) (10.69) (11.84) (4.14) (18.73)
LWNet [6] + VIPs 76.79 75.13 75.95 96.17 61.03 74.33 75.78 75.05 95.58 63.27 61.24 58.76 59.97 93.97 47.38

without preprocessing (9.43) (0.35) (5.07) (0.43) (0.74) (2.38) (1.01) (1.72) (0.51) (10.08) (2.70) (1.74) (2.20) (2.65) (4.33)
LWNet [6] with 76.12 69.61 72.72 96.65 56.79 77.55 77.84 77.70 95.36 60.15 70.90 69.72 70.31 94.22 49.03

preprocessing (no VIPs) (8.76) (-5.17) (1.84) (0.91) (-3.50) (5.60) (3.07) (4.37) (0.29) (6.96) (12.36) (12.70) (12.54) (2.90) (5.98)
Average

Method P R F Acc AUC
LWNet [6] + VIPs 76.29 76.97 76.59 96.19 63.24
with preprocessing (6.52) (3.92) (5.24) (1.16) (6.68)
LWNet [6] + VIPs 73.60 74.14 73.84 95.72 59.45

without preprocessing (3.83) (1.10) (2.49) (0.72) (2.98)
LWNet [6] with 75.39 74.45 74.88 95.82 57.59

preprocessing (no VIPs) (5.62) (1.40) (3.52) (0.79) (1.03)

Table 4.11: Ablation study: LWNet [6] with/without VIPs and with/without preprocessing (CLA-
HEGC). We give the gains/loss over baseline in (). Red indicates best, blue second best, and green
third best result respectively.

Figure 4.8: LWNet [6] with/without VIPs and with/without preprocessing (CLAHEGC): Graphical
representation of the average gains/loss in Table 4.11, in P , R, F , Acc, and AUC for the ablation
study.

In the second cross-dataset ablation study, we discuss the hyper-parameters and

patches-versus-swirls of our method using two cross-dataset cases: HRF to DRIVE

and HRF to CHASEDB. We perform these experiments on LWNet [6] baseline without
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preprocessing to understand the contribution of our VIPs and their various compo-

nents towards performance gains. The hyper-parameters are α to control the number

of patches, β as minimum intensity level, γ as maximum swirl strength, and the p-

value, the augmentation probability at each epoch. We vary one hyper-parameter

while keeping the others constant. Based on Table 4.12, VIPs perform best on aver-

age with proposed hyper-parameters of α=0.4, β=0.5, γ=10, and p=0.5, that is, they

best simulate vessel-like contours.
HRF [3] to CHASEDB [2] HRF [3] to DRIVE [1] Average

Method P R F Acc AUC P R F Acc AUC P R F Acc AUC
LWNet [6] 58.54 57.02 57.77 91.32 43.05 71.95 74.77 73.33 95.07 53.19 65.25 65.90 65.55 93.20 48.12

α=variable, β=0.5, γ=10, and p=0.5
LWNet [6] + VIPs (α=0.1) 57.62 51.33 54.30 90.98 40.23 73.42 73.91 73.66 94.71 54.19 65.52 62.62 63.98 92.85 47.21

LWNet [6] + VIPs (α=0.4, Ours) 61.24 58.76 59.97 93.97 47.38 74.33 75.78 75.05 95.58 63.27 67.78 67.27 67.51 94.77 55.32
LWNet [6] + VIPs (α=0.6) 52.21 52.40 52.30 92.66 41.18 72.19 72.13 72.16 95.12 61.43 62.20 62.26 62.23 93.89 51.30

α=0.4, β=variable, γ=10, and p=0.5
LWNet [6] + VIPs (β=0.25) 58.61 56.20 57.38 93.59 46.42 70.36 72.21 71.28 94.9 56.54 64.49 64.21 64.33 94.25 51.48
LWNet [6] + VIPs (β=0.75) 50.17 59.98 54.64 92.35 40.98 71.98 75.77 73.83 95.19 63.24 61.08 67.88 64.24 93.77 52.11

LWNet [6] + VIPs (β=1, only swirls) 62.44 53.44 57.59 93.95 47.14 73.06 74.79 73.92 95.37 61.10 67.75 64.12 65.76 94.66 54.12
α=0.4, β=0.5, γ=variable, and p=0.5

LWNet [6] + VIPs (γ=0, only patches) 57.61 57.09 57.35 93.66 46.27 72.98 74.30 73.64 94.62 54.61 65.30 65.70 65.50 94.14 50.44
LWNet [6] + VIPs (γ=20) 53.94 54.56 54.25 92.93 43.83 72.04 75.66 73.81 95.29 63.33 62.99 65.11 64.03 94.11 53.58

α=0.4, β=0.5, γ=10, and p=variable
LWNet [6] + VIPs (p=0.25) 60.59 57.83 59.17 93.11 47.01 68.49 77.40 72.67 94.73 57.38 64.54 67.62 65.92 93.92 52.19
LWNet [6] + VIPs (p=0.75) 51.57 52.97 52.26 92.03 40.80 74.01 74.62 74.32 94.34 62.91 62.79 63.79 63.29 93.18 51.85

Table 4.12: Hyper-parameters and ablation (swirls versus patches): of our VIPs with LWNet [6]
(no preprocessing). Red indicates best, blue second best, and green third best result respectively.

For α=0.1, false negative predictions increase, indicating that the number of

patches is insufficient for the model to distinguish between the contours and thin

vessel features. At α=0.6, we observe major losses in P , R, and F compared to the

baseline, indicating that too many patches cause loss (masking) of critical features in

training data.

At β=1, there is no intensity variation between the patches (i.e., only swirls are

induced), and when γ=0, there is no swirl component. In both cases, we observe

comparable performance to the model baseline, and this shows that stand alone,

neither of them is sufficient for accurate replication of the contours we want our

model to learn.

For p=0.25, the performance is comparable to LWNet [6] baseline; this is expected

since the original augmentation regime of LWNet [6] generates most training images
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here, and at p=0.75 we see performance drops of greater than 2% because the model

doesn’t get enough original images for training.

4.7 Visual Results

Figure 4.9 shows visual results. Upon closer inspection of the magnified patches shown

in Figure 4.9, it is evident that our proposed VIPs method is capable of segmenting

a significantly larger number of microvessels as compared to the baseline, second [9],

and third [10] best related augmentation methods. This supports our claim that using

VIPs aids with the segmentation of the real microvessels.
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Figure 4.9: (a) Original DRIVE [1] image. (b) Original image in (a) augmented with our VIPs. (c)
Segmented original image in (a) using LWNet [6]. (d) Segmented original image in (a) using LWNet
[6] trained with VIPs+preprocessing. (e) Segmented original image in (a) using LWNet [6] trained
with Robust [9] (second best augmentation method)+preprocessing. (f) Segmented original image
in (a) using LWNet [6] trained with Cutmix [10] (third best augmentation method) + preprocessing.
Note that the same preprocessing was used for all methods.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

Datasets in retinal vessel segmentation (RVS) are small, causing overfitting of RVS

models. Data augmentation can reduce overfitting. However, related augmentation

methods for RVS do not address the problem of localized variable intensities in Retinal

vessel images nor augment patterns to handle microvessels. This thesis proposed a

method to reduce overfitting (improve the generalization) of models in RVS through

data preprocessing and augmentation. Our data augmentation used intensity-size

variant patches with swirls. The swirls simulated the background contours in retinal

images to address the class imbalance between real microvessels and background

contours. The variable patches were introduced to address pixel misclassification in

regions with intensity changes. The thesis also examined the impact of different types

of data augmentation and their mode (online versus offline). Furthermore, we studied

the effect of preprocessing training samples before augmentation and proposed using

contrast enhancement and gamma correction (CLAHEGC) on the grayscale images,

as in [7], for preprocessing.

Simulations demonstrated that using the proposed variable intensity patches (VIPs)
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with preprocessing improved the performance of state of the art RVS models. For

example, in terms of AUC, LWNet improved by 6.68% and SegRNet by 5.29%, and

in terms of F-score, LWNet improved by 5.21% and SegRNet by 1.03%. Our method

is stable (boost performance) across RVS models and also across RVS datasets. Our

simulation showed that augmenting with both swirls and patches is more effective

than using only one.

Furthermore, our VIPs outperformed other augmentation techniques; for example,

compared to the second best method Robust, VIPS improved LWNet by 6.68% versus

5.02% in terms of AUC. We noticed that our method added to the baseline is more

stable than related augmentation methods, that is, adding VIPs to different RVS

models always achieved gains on average, while adding related augmentation method

can produce major losses. We experimentally showed that our VIPs not only helps

to reduce the training and validation losses of the RVS models, but also reduces the

gap between training and validation losses during training.

5.2 Future Work

Our VIPs augmentation method shown significant improvement for existing RVS

models as it enhances their generalization capabilities. Datasets available in the RVS

domain are very small. Therefore, there is a large scope of testing our VIPs augmen-

tation method for its efficacy on voluminous RVS datasets that may be available in

the future.

While developing our augmentation method, we observed that selecting the hyper-

parameters for our VIPs methods was a crucial but time-consuming process. We

propose exploring techniques of selecting hyperparameters such as AutoAugment [60],

grid search, and random grid search [61].

Furthermore, given the overlap between the RVS and crack segmentation domains
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we propose that, exploring our technique on crack segmentation methods and datasets

may prove to be beneficial. There is a future possibility for the applicability of our

method, to enhance the performance of curvilinear object segmentation methods like

JTFN [52], which claim to be capable of segmenting both cracks and retinal vessels.
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Appendix A

Additional In-Dataset Comparison

Based on the first half of the in-dataset average results in Table A.1 we observe that

LWNet [6] is only slightly better than the larger SegRNet [7] in terms of F-score by

0.21% and AUC by 0.36%. The average values of the second half of Table A.1 show

that our proposed VIPs improves LWNet [6], SegRNet [7], and IterNet [8] by 0.45%,

0.64%, and 0.31% respectively in terms of F-score, also we see gains of 0.13%, 0.54%,

and 0.34% in terms of AUC.
DRIVE [1] HRF [3] CHASEDB [2]

Method P R F Acc AUC P R F Acc AUC P R F Acc AUC
Baselline

IterNet [8] 81 81.21 81.08 96.52 61.35 79.28 78.58 78.75 94.01 61.02 79.51 82.01 80.1 96.21 63.2
SegRNet [7] 82.06 83.46 82.27 96.91 64.08 80.06 80.4 80.23 95.96 65.35 82.41 85.29 83.83 97.81 64.04
LWNet [6] 81.50 82.79 82.14 97.05 63.81 79.02 80.84 79.92 96.74 64.22 85.50 86.16 85.83 97.78 66.52

Baselline + VIPs
IterNet [8] + VIPs 80.77 81.9 80.92 96.61 61.65 79.46 78.39 78.92 94.09 60.99 80.01 82.1 81.04 96.77 63.96

(-0.23) (0.69) -(0.16) (0.09) (0.3) (0.18) (-0.19) (0.17) (0.08) -(0.03) (0.5) (0.09) (0.94) (0.56) (0.76)
SegRNet [7] + VIPs 81.87 83.83 82.84 96.95 64.83 80.37 81.81 81.05 95.99 65.55 82.91 85.86 84.35 97.95 64.72

(-0.19) (0.37) (0.57) (0.04) (0.75) (0.31) (1.41) (0.82) (0.03) (0.2) (0.5) (0.57) (0.52) (0.14) (0.68)
LWNet [6] + VIPs 81.76 83.68 82.71 97.08 64.01 79.63 81.28 80.44 97.03 64.81 85.54 86.67 86.10 97.85 66.63

(0.26) (0.89) (0.57) (0.03) (0.2) (0.61) (0.44) (0.52) (0.29) (0.59) (0.04) (0.51) (0.271) (0.07) (0.11)
Average

Method P R F Acc AUC
Baselline

IterNet [8] 79.93 80.60 79.98 95.58 61.86
SegRNet [7] 81.51 83.05 82.11 96.89 64.49
LWNet [6] 82.01 83.26 82.63 97.19 64.85

Baselline + VIPs
IterNet [8] + VIPs 80.08 80.80 80.29 95.82 62.20

(0.15) (0.2) (0.31) (0.24) (0.34)
SegRNet [7] + VIPs 81.72 83.83 82.75 96.96 65.03

(0.21) (0.78) (0.64) (0.07) (0.54)
LWNet [6] + VIPs 82.31 83.88 83.08 97.32 65.15

(0.3) (0.62) (0.45) (0.13) (0.3)

Table A.1: Results for in-dateset analysis of LWNet [6], SegRNet [7], and IterNet [8] both with and
without VIPs. We give the gains/loss over baseline in (). (We used CLAHEGC as preproessing.)
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