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Abstract

Machine Learning-based Energy Aware Placement of Container over
Virtual Machines

Rafael Albuquerque

The advent of 5G and the imminent arrival of Beyond 5G (B5G) have significantly in-

creased demands on service providers. This exponential growth poses a challenge for 5G

networks, since clients are currently offloading data to edge cloud servers to meet the con-

nectivity and latency requirements. These servers must continually scale to meet increasing

demands for CPU, memory, and storage, leading to significant energy consumption. Data

centers account for 1.5% of global energy consumption and produce equally high green-

house gas emissions. This trend will grow unless we find ways to improve efficiency.

Our work proposes a solution to these problems with an efficient placement algorithm

backed by an accurate energy predictive model. This model helps by pre-emptively detect-

ing the energy each machine will consume when future tasks are deployed. These predictive

capabilities help the placement and reduce overall energy consumption. Our model uses

Performance Monitoring Counters and various sensors, such as heat and fan speed, com-

monly found on Data Center machines, to increase its feature space and accuracy. Our work

includes creating the model and integrating it with the energy-aware placement algorithm.

Additionally, our method increased the performance and overall Quality of Service.

Our results show that our machine learning model, particularly using XGBoost, can

reduce energy consumption and improve task completion times in realistic scenarios. Our

experiments, tested on real servers with realistic loads, achieved good results without using

stresses like stress-ng that generate unrealistic loads. Our model achieved an R2 score of
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91.2%, helping reduce energy consumption by 6% without changes to the cluster or the

need for consolidation.
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Chapter 1

Introduction

1.1 Motivation

The advent of 5G and the imminent arrival of Beyond 5G (B5G) have brought wireless

connectivity with enhanced speed, capacity, latency, and scalability. This advancement

enables exciting applications such as augmented reality, autonomous vehicles, and an in-

creased number of connected Internet of Things (IoT) devices. Managing the exponential

growth in mobile data traffic remains one of the most challenging issues in 5G networks,

currently addressed through data offloading to cloud servers [38].

The servers at the receiving end must continuously expand to accommodate the CPU,

memory, and storage needs of their clients. As illustrated in Figure 1, this results in a sig-

nificant increase in energy consumption over the coming years. With extensive resources

at hand, the energy required to maintain them is substantial. Data centers (DCs) currently

consume approximately 1-1.5% of global energy, contributing to 1% of all CO2 emissions

worldwide. Despite some of this energy being sourced from renewable resources, the en-

vironmental impact remains significant.

In response, research into energy-reducing methods has led to efficiency improvements

of 10-30% per year in recent years [36]. However, the relentless increase in consumption,
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coupled with our understanding of carbon’s environmental effects, necessitates ongoing

research into energy reduction. The data center industry continues to focus on optimizing

computing sub-system resource management (e.g., sleep mode usage, VM and container

scheduling, placement, and migration) to halt or slow down the growth in energy require-

ments.

Figure 1: Extrapolation of electricity demand of DCs [17].

1.2 Background

Data Centers (DCs) are among the largest energy consumers in the computing industry by

density. A medium-sized full-scale DC can host 100,000 Physical Machines (PMs) within

100,000 square feet[40]. Within these DCs, the compute system (e.g., server, network-

ing, and storage) and the cooling subsystem are the most energy-intensive. When includ-

ing the cooling system and supporting infrastructure, the energy consumption effectively
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doubles. This is because hotspots can significantly impact system performance, and cool-

ing systems—comprised of radiators and compressors—often require an amount of power

equivalent to that used for computing. Avoiding these hotspots is crucial, as they can cause

permanent damage to the silicon. It is often recommended to implement software-side

control in addition to relying on cooling systems.

Reducing energy consumption in DCs through optimization remains a critical area of

research. This includes hardware changes as well as our focus: software operation and

management optimization. Since most DCs today partition their PMs into smaller, easier-

to-manage Virtual Machines (VMs), proper load assignment of workloads can enable en-

ergy savings, mitigate hotspot occurrences, and enhance overall performance. This the-

sis will focus on reducing energy consumption in container-on-VM deployments, as most

workloads today are in the form of containers. The following sub-sections will provide

background information on the virtualization systems used in this study, as well as an

overview of the placement and orchestration of these virtual systems.

1.2.1 Virtualization systems

Virtual Machines (VMs) are among the most valuable technologies for Data Centers (DCs).

The ability to partition compute resources such as CPU and RAM to provide a completely

independent operating system (OS) enables DCs to scale to more powerful and denser ma-

chines without the risk of over-provisioning resources to clients. Additionally, VMs create

isolated environments that run specific OSs within the PM, which is crucial for several rea-

sons, most notably security. If an issue arises in one VM, the others remain isolated and

protected.

This isolation becomes even more critical when technologies such as containers are

utilized to enhance flexibility and speed. Containers, being more lightweight and OS-

dependent, lack the security protections that VMs offer but excel in areas like speed and
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flexibility. By combining both technologies, it is possible to create clusters of sections

separated by VMs for security, and within each VM, containers can be rapidly deployed to

meet client needs.

As illustrated in Figure 2, a hypervisor allows the management of one or more VMs on

a PM. This virtualization creates an independent OS with isolated components, similar to

a real PM. Containers then provide fine-grained separation within the same VM, offering

benefits such as rapid deployment and replicas management. The flexibility and security

provided by these technologies, coupled with the rise of distributed software-oriented net-

work architecture, have led to a surge in their utilization.

Figure 2: Virtualization layers on a Physical Machine

1.2.2 Placement and orchestration of virtual systems

The operation and management of these technologies consist of three main components:

Scheduling, Placement, and Migration.

• Scheduling: This component is responsible for accepting deployment requests and

determining the deployment time or order based on factors such as precedence graphs,
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hierarchies, or priorities. Scheduling ensures efficient deployment according to their

importance or dependencies.

• Placement: Once the VMs or containers are ready for deployment, the placement

component allocates them to specific hosts based on predefined policies or strate-

gies. Effective placement optimizes resource utilization and ensures that the available

computing resources are used efficiently.

• Migration: This component manages the migration of VMs from one PM to another

or containers from one VM to another. Migration can be performed either while the

workload is active (hot migration) or inactive (cold migration). Dynamic migration is

essential for load balancing, maintenance, and minimizing downtime, ensuring that

resources are utilized optimally and system performance is maintained.

These components work together to ensure efficient deployment, resource allocation,

and system performance in a virtualized environment. One of the issues in the research

on these problems is the risk management procedures, and since scheduling and migra-

tion usually have the highest chance of causing loss of Quality of Service (QoS) if done

improperly, many studies avoid the topic. This is especifically true rue in the live trans-

fer/migration since it requires significant network bandwidth and computing resources [6],

and if done improperly could cause issues. As a result, this and many other studies choose

to focus on the optimization of placement.

1.3 Project Definition: Container Placement for Energy

Minimization

The goal of a container placement algorithm is to select the best host for container allo-

cation to optimize multiple, very often conflicting objectives such as resource allocation,
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performance, energy efficiency, hotspot avoidance, and QoS. For the proper allocation,

many tools, like analytical formulas or ML models are often used to assist the placement

algorithm in optimizing this. Therefore, in this project, we aim to create an ML-assisted

placement algorithm that utilizes sensors in the PMs present in data centers similar to the

one done by Moocheet[26]. We aim to minimize energy consumption while maintaining

QoS, ensuring proper resource allocation and high performance.

1.4 Key References

Data centers are typically designed to handle peak traffic to avoid Service Level Agreement

(SLA) violations, overload, or hotspot conditions. Consequently, resources are frequently

over-provisioned. Most researched methods try to reduce this energy consumption by re-

ducing the number of active resources since the average utilization of Physical machines is

only 12-18% of the DCs total capacity [40].

Some researchers advocate for consolidation strategies aimed at maximizing resource

utilization and minimizing energy consumption by consolidating containers/VMs onto fewer

PMs and powering down those that are not in use [4, 9, 20]. Moreover, the dynamic and

unpredictable nature of cloud environments increases complexity. According to Helali et

al. [15], uncertainty in resource provisioning poses a significant challenge due to fluctuat-

ing workloads and the difficulty in predicting exact resource needs. The volatility of VMs

and containers makes accurate resource estimation challenging, complicating consolidation

efforts. Providers often maintain safety margins to manage dynamic workloads, avoiding

aggressive consolidation that could compromise service quality in the event of unexpected

traffic spikes.

Several studies, including those by Hag et al. [14], Farah et al. [11], Ran et al. [30], and

Al-Moalmi et al. [2], tackle these challenges with proactive VM consolidation strategies

. These approaches leverage prediction models to forecast future resource requirements
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of VMs and PMs using historical data. By anticipating both current and future resource

utilization, these methods enable more effective placement and migration decisions, ul-

timately improving efficiency and reducing the likelihood of resource bottlenecks during

consolidation. These methods are an improvement over the initial ones by trying to reduce

the risk of SLA breaks with predictive measures. However, these works are still incapable

of completely removing the possibility of SLA, which is why safety margins are imple-

mented. Issues such as the margin of error in predictive models or special events could

generate a bottleneck, causing a massive loss of revenue due to the penalty.

For the proactive techniques, one of the main tools would be the capability of predicting

the power the machine will consume in the future, especially when creating an energy aware

algorithm. The work done by Fan et al. [10] was a classical solution introducing the choice

of analytical formulas that could predict energy consumed given the resources utilized.

Later, work such as the one by Zhang et al. [41] went a step further into the area with more

accurate methods while also creating a model for prediction for containers on VM instead

of only prediction of PMs.

The work done by Moocheet et al. [26] is our main inspiration and our work is trying to

continue their work by changing focus from a VM on bare metal deployment to a Container

on VM. We also aim to raise the bar for testing by utilizing real loads instead of artificial

stressors and by creating a variety of loads to test our model on.

1.5 Our Contributions

Our major contributions are summarized as follows;

1. We implement predictive Machine Learning (ML) models to enhance the accuracy

of power consumption prediction. This is achieved with an improved feature space

that incorporates real-time data from the PMs’ embedded heat sensors, internal fan

7



speed, and Performance Monitoring Counters (PMCs) instead of only the latter.

2. We develop a proactive, energy-aware container Placement algorithm that can reduce

energy consumption while ensuring QoS above levels achieved with consolidation.

3. We performed a series of experiments on a real, private cluster of Physical Machines

(PMs). These experiments provide a comprehensive evaluation of all Machine Learn-

ing (ML) models, as well as our implemented container-on-VM placement algorithm.

Up until this work, to the best of our knowledge, there is very little work that consid-

ers the temperature of components, PMCs and utilizes Machine Learning models in the

context of power prediction, and container placement for VMs. Moreover, there is even

less research that does this in a real data center instead of using artificial simulations and

restraining from the usage of stressors.

1.6 Plan of the Thesis

This thesis is organized as follows. In Chapter 1, we presented the motivation and back-

ground of our study. Chapter 2 goes through the environment used in all experiments as

well as the traffic load generation and the data collection process. Chapter 3.1 provides

the methodology, experiments and results achieved with the machine learning model, as

well as the energy savings algorithm. Chapter 3.1 includes the manuscript submitted to an

international peer-reviewed journal for potential publication, which contains all key results

generated. Finally, we conclude this thesis and discuss future work in Chapter 4.

8



Chapter 2

Experiment Environment

This chapter outlines our experimental setup used for the experiments of the research paper

presented in chapter 3.1. Within our experimental setup, we will cover the load utilized for

the experiments. Finally, we will do an overview of the data collection process done by the

controller.

2.1 Cluster Architecture

All experiments have been conducted in a private data center on a cluster of 9 HP ProLiant

BL460c G8 physical machines (PMs) mounted on an HP C7000 chassis. One of these PMs

was setup to work as VM’s hypervisor , the container orchestrator as well as the node that

ran our main scripts, therefore it was not used as a worker node. As described in Table 1,

each of those PMs consists of 2 processors of 8 cores, 16 threads, and 128 GB RAM.

Chassis HP C7000 × 1
Blade/PM ProLiant BL460c Gen8. × 8
Processor Intel(R) Xeon(R), 8 core, 16 threads, 2.70GHz. × 2
Memory 128GB RAM (DIMM DDR3). × 2

Disk HDD 900GB. × 2

Table 1: Cluster & Physical Machine’s Description.
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Since our experiment focuses on container-on-VM deployment, it involves a two-layer

system, as illustrated in Figure 2 . The first layer is the hypervisor/Virtual Machine level,

followed by the container level. In this section, we will sequentially address each layer.

2.1.1 VM level

Our testbed utilizes OpenStack as the cloud platform for managing Virtual Machines (VMs)

and adheres to a three-node architecture, consisting of three systems: the controller node,

compute node, and storage node [28] (refer to Figure 3).

The controller node serves as the manager, running most of the OpenStack services and

providing API, scheduling, and other shared services for the cluster. Eight PMs function as

compute nodes, where VM instances, also known as Nova compute instances, are deployed.

Although there is an additional node operating as a storage node, its utilization and function

are abstracted from our problem, as it functions as storage for the worker VMs.

Furthermore, our controller node has SSH access to each PM and VM, allowing it to

upload any necessary scripts.

Figure 3: Three-Node Architecture of OpenStack [28]
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Table 2: Example of configuration values for the container load

5G services CPU RAM IO
Cloud training 65% × 4 4 GB 0 Gb/s
Gaming 49% × 2 2 GB 1 Gb/s
Data Base 55% × 3 8 GB 2 Gb/

2.1.2 Container level

Our testbed utilizes Kubernetes as the container orchestrator for all Docker containers used

in our experiments, following a container-on-VM architecture. This architecture is config-

ured such that any VM instance is recognized as a standard worker node by Kubernetes

and can serve as a target for container deployment. With eight physical machines (PMs)

hosting a total of three VMs each, we had a total of 24 VMs functioning as Kubernetes

worker nodes.

2.2 Experiments

2.2.1 Load emulation

For our load emulation, we created our own containers from: (i) a dockerfile, (ii) a kuber-

netes yaml file, (iii) a bash script, and (iv) the python scripts. Example of the configuration

of container can be seen in table 2, and each resource is defined as follow:

• The Dockerfile is used by Docker to build the container itself, providing rules and

configurations for the image construction. These rules and configurations include

the installation of the Python version, dependencies, copy of files that the container

will run, and setting up all environment variables that the container will use. These

environment variables are crucial as they define the workload and the level of utiliza-

tion for CPU, RAM, and I/O, thereby determining the differentiation of all container

loads created.
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• The Kubernetes YAML file is responsible for configuring all Kubernetes settings for

the deployed container. In our case, this file specifies the VM on which the container

will be deployed, the resources required by the chosen type of container, and the

amount of work and utilization for the PMCs. Since the latter must be passed to the

Python script, it is written in the environment variables, which will be read by the

Bash script upon initialization.

• The Bash script acts as the initializer since the container must execute one file as a

starting point when it is deployed. This executable reads the environment variable

values provided by the YAML file. It initializes all three Python scripts, one for each

resource, and assigns each the respective configuration variable.

• Finally, each Python script receives the input of the amount of work and utilization

it will handle for its respective task. For instance, the CPU stressing script manages

CPU stress, and so forth.

We wanted all of our containers to perform a specific number of operations before ter-

minating, rather than using time-based load, as the latter would replicate normal stressors

such as Stress-ng [34]. For this purpose, we defined one "main" resource as the defining

factor for each container (e.g., Cloud Training is defined by a specific amount of CPU

work). This main resource would receive a limited amount of work to complete before the

container would finish its operation. Meanwhile, the other resources would operate indef-

initely until the main resource’s task was completed. This approach simulates scenarios

where containers require different amounts of time to finish depending on their respective

resource availability.
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2.2.2 Data collection

For data collection, the process is conducted in parallel from each worker to the controller.

The procedure operates as follows: During initialization, the control node connects via SSH

to every PM and initiates a data collection script for the PMCs and IPMI sensor values. This

script, located on the worker node, periodically samples the PMCs and IPMI sensor data

and reports back by writing the new data to a file on the master node, corresponding to that

PM. This file is exclusively written by that PM and only read by the master node. For the

VMs, the process is similar, but only the collection of PMCs is performed, as the sensors

are not available in a virtual environment. Following this process, whenever data collection

is needed for a specific VM, the master script merges the data collected on that VM with

the data from the PM hosting it, resulting in the complete data sample for a given time.

The secondary data collection in this work involves logging occurrences in the Kuber-

netes environment, such as the start and end times of containers. Since this data is only

available from the master node, no script upload is necessary; instead, a single thread on

the controller oversees and logs the events. This script maintains a constant connection to

the Kubernetes API, and whenever an event labelled ’START’ or ’END’ is triggered, the

script logs the timestamp, the IP location where the container started or ended, the container

name, and the event name.

These two logs were sufficient to generate a training and testing dataset used in training

the ML models, as the exact deployment times could be traced back in the measurements

file. The process of generating the training data from this will be further explained in

Section 3.4.1.

13



Chapter 3

Energy Aware Placement of Containers

over Virtual Machines

This chapter has been submitted as a Journal paper titled "Energy Aware Placement of

Containers over Virtual Machines" written by R. Albuquerque, B. Jaumard, and P. Thibault.

3.1 Abstract

The advent of 5G and the upcoming arrival of 6G have significantly increased required

cloud computing resources, especially for the edge cloud servers to meet the connectivity

and latency requirements.

Many studies attempt to address these energy concerns in ways that seem very interest-

ing but are not always viable for real deployments, such as tight consolidation techniques

without safety margins for uncertainty in traffic prediction. These implementations show

increased reductions in consumption but lack practicality for deployment in large data cen-

ters.

This study proposes an energy-aware machine learning placement algorithm that uses

sensor data from Physical Machines (PMs) in data centers to predict energy consumption
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and optimize container placement.

Computational experiments were conducted on a testbed with 5G realistic traffic sce-

narios, without the use of stresses such as stress-ng that generate artificial traffic loads with

respect to compute resource utilization. Our results demonstrate that the proposed machine

learning models, particularly the XGBoost one, can reduce energy consumption and im-

prove task completion times, without the use of an explicit consolidation strategy. Indeed,

in the context of container placement, our model obtained R2 score results of 91.2%, which

reduced energy consumption by 3% without the need to modify the cluster or consolidate

it.

The advent of 5G and soon 6G brought wireless connectivity with enhanced speed,

capacity, latency, and connectivity, enabling applications such as augmented reality, au-

tonomous vehicles, and more connected IoT devices. Managing the exponential growth in

mobile data traffic is a significant challenge in 5G networks, currently addressed through

data offloading to (edge) cloud servers [38].

The servers at the receiving end must continuously grow to accommodate the CPU,

memory, and storage needs of clients, leading to substantial energy consumption. Data

centers (DCs) use around 1-1.5% of global energy and contribute to 1% of global CO2

emissions. Despite some energy coming from green sources, there is an ongoing need for

energy-reducing methods to improve efficiency, achieving 10-30% improvements per year

in recent years [36].

A popular method of minimizing energy is to reduce the number of active resources

as much as possible since, in practice, the average utilization is often only 12-18% of the

total capacity [40]. Service providers must maintain sufficient resources for peak demand,

resulting in idle resources during non-peak times. This creates opportunities for energy-

efficient task deployment by distributing traffic to minimize average consumption across

hosts.
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An accurate energy forecasting model is essential for successful energy-aware task

placement and scheduling. Such a model helps identify which machine will have a smaller

increase in energy consumption after deploying a container. Current solutions often use

purely analytical models, suitable for small data centers but inadequate for global-scale

data centers, since their linear aspect could overlook components like memory or I/O and

external effects like component temperature.

In this project, we aim to create an energy-aware ML container placement system using

sensors in PMs, building on the work by Moocheet et al. [26]. These sensors, typically

used for hotspot detection to prevent damage and downtime [13], can also enhance our

predictive model by providing data on heat, fan speed, power, and system status. We aim

to improve upon Moocheet’s work by developing a model capable of predicting multiple

tasks with finite running times in a container-on-VM scenario, rather than a bare metal one.

This added virtualization increases complexity, as it requires extracting information such

as exact CPU utilization and power consumption from the virtualized environment, thus

addressing a less-studied deployment type.

This paper is organized as follows. Section 3.2 presents the literature review, including

other works on which this work is based. In Section 3.3.1, we will describe the problem

statement as well as show possible problems with other solutions. Then, Section 3.4 de-

tails the traffic used for our experiments, the containers as well as the testbed used for the

experiments and its sensors. After that, Section 3.5 reviews the models used and compared

in the energy forecasting part of the study. Finally, Sections 3.8 and 3.9 are reserved for the

numerical results and our conclusions.

3.2 Literature Review

Cloud computing has become an integral part of how to access, store, and share infor-

mation, with three main infrastructure types: Bare Metal, Virtual Machines (VMs), and
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Containers, which are not mutually exclusive as both VMs and containers run on top of

bare metal servers, while containers can also be deployed inside VMs. The key differentia-

tor between containers and Virtual Machines is that VMs virtualize an entire machine down

to the hardware layers and containers only virtualize software layers above the operating

system level.

Even though both types of applications are different, they do have some things in com-

mon. The requirement for an energy predictor is probably the biggest one, and is one of

the main tools for good placement of virtualized elements. Most solutions nowadays re-

quire the ability to at least estimate the power used after the deployment of a given load.

Therefore in this literature review, we will go over a few of the specific methods and im-

provements done by the literature for energy prediction in physical hosts as well as virtual

hosts before moving on to placement. It is worth noting that most of these works do not fit

perfectly into our solution since their method predicts the power consumed Pt1 at the time

of feature sample t1. However, the energy aware placement problem requires to predict Pt2

given the features of t1, Pt1 and the container L or the expected increase in metrics by the

load L : LCPU , LRAM , LIO, ... . Therefore they were used for inspiration but adaptations

and small changes would need to be done.

3.2.1 Power prediction for physical machines

Several researches were done on PMs and one of the main classical examples is Fan et al.

[10] which created a simple linear regressor that could track the relationship between the

CPU and the power consumed. Many other implementations follow that idea [18] since

the CPU is the main consumer, its utilization alone is somewhat linearly correlated to the

power, plus the idle consumption as baseline [29].

One main advantage of these methods is the simplicity of it all being small and easy

to implement, however, many works fail to notice that most DCs are also providers for a
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variety of services, including non-CPU intensive tasks[16]. Therefore, in a given distri-

bution of container/VMs deployed, it is possible that the usage of other resources would

be a limiting factor for a given PM instead of CPU utilization. Furthermore, these models

may occasionally employ small adjustments, such as the calibration method used by Fan

et al. [10], to reduce error. This approach sacrifices simplicity without achieving the full

accuracy of a non-linear model.

Other works took into consideration components other than the CPU, leading to more

complex, non-linear models. The work of Liang et al. [23] for example, included the

energy consumed by the memory in their solution.

The integration of temperature into the power prediction model is also another addition

to the feature space that can bring benefits and is something not yet fully explored. The

work done by Rezaei et al. [32] exposed the effects of temperature in energy consumption,

as well as created a model that improves the prediction of the baseline model by Fan et al.

[10]. However, it has to be noted that temperature plays a role only when becoming rather

high by the standards of data center rooms.

3.2.2 Power prediction for virtualized systems

For non-physical systems commonly used in DCs, such as VMs or Containers, the diffi-

culty of power prediction increases considerably since there will now be an extra layer of

virtualization. Furthermore, the usage of new kernels like the ones in VMs could change

the power profile of the PM. VMs will also share underlying hardware resources, making

changes to it in a way that different PMs would not, like increasing the temperature of com-

ponents. Methods have been developed to deal with this increased complexity, such as the

work done by Bohra et al. [5] with their host energy partitioning method. Many of these

methods use the consumed energy Pt1 alongside the resource usage of the virtualized envi-

ronment to distribute the energy usage accordingly for each VM. There are other similarly
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complex works, such as the one by Zhang et al. [41], that define a container as a sum of

processes in the VM or PM which then measure the power consumed by those processes.

These work sometimes manages to go down to the most basic level of definition of VMs

in an attempt to very accurately estimate the power consumed only by that virtual system.

These would be able to track in real time the energy consumed by the containers.

3.2.3 Container and virtual machine placement

Numerous studies have extensively investigated the performance implications of container-

ized tasks both on VMs and on bare metal platforms [21, 12, 3]. They consistently demon-

strate that VM-based deployments offer greater flexibility and isolation, albeit at the ex-

pense of higher CPU and memory overhead due to increased virtualization. However, as

shown by the research of Sultan et al. [35] modern DCs must accommodate both deploy-

ments, as relying solely on bare metal deployments can pose security risks [31].

On that note, other works tried to utilize the increased flexibility provided by the added

virtualization to better allocate and balance load as a method to increase consolidation per-

formances, such as the work done by Kaur et al. [19] and Al-Moalmi et al. [2]. These

studies follow the trend of many others attempting to optimize the placement of contain-

ers and VMs for future increased consolidation, reducing the number of idle/powered-off

machines as much as possible. While these methods are valid ways to reduce power con-

sumption overall, they raise some issues, such as the possibility of causing overload, that

need to be considered in real-world deployments which will be discussed in more detail in

Section 3.3.3.

Some works try to reduce problems and risks taken during consolidation by employing

proactive measures in the system, using technologies for power or resource predictions to

anticipate any problems that could occur, such as the works done by Hag et al. [14], Farah

et al. [11], and Ran et al. [30]. These methods do reduce risk but are still not completely

19



safe since they always try to optimize for better and tighter consolidation.

3.2.4 Concluding remarks of the literature review

Each publication discussed here has both advantages and disadvantages, focusing on new

components to enhance power prediction and placement/scheduling. However, none have

integrated all these technologies into a single solution. Our goal is to develop a dynamic

container-on-VM sensor-driven placement agent utilizing a data-driven model instead of

analytical formulas for power prediction. This model will account for component utiliza-

tion and external factors like temperature to optimize performance in real-world scenarios

and will be tested on a test-bed, similar to the work of Moocheet et al. [26]. However,

in contrast to the work mentioned, we aim to create a system closer to real-life operation,

where tasks have finite running times and varying loads, all without the need for manual

tuning of parameters per machine or tasks.

3.3 Problem statement: energy aware container placement

We will discuss here the detailed problem statement of our study as well as our motivations

and consequences one could encounter when trying to implement consolidation methods

as mentioned in Section 3.2.3.

3.3.1 Problem statement

Our goal is to study the load placement problem where we minimize the overall energy

consumed in a cluster without loss of QoS. Each load is defined as a container with CPU,

RAM and I/O requirements for a respective Python script running doing some work. Fi-

nally, each Physical Machine in the DC will be split into VMs with different pre-defined

sizes just like it would be in a production application. For this goal, we also want to set a
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higher standard for evaluating our placement method, and with the use of real load instead

of artificial stressors. Deployment and testing in a real data center (test bench) will provide

an additional advantage in testing our methods. In the process of creating an agent that can

correctly place a container load while reducing energy, an energy predictor is needed. We

chose to use an ML-based model because we believe that classical linear models do not

adequately capture the complexity of energy aware placement.

3.3.2 Motivation

Each Data Center is unique, especially when considering large data centers. That is be-

cause technology is always evolving, and DCs constantly replace old parts with new ones

[1]. This creates an environment that is hard to simulate accurately, with lots of compo-

nents with different efficiencies and specific quirks. An argument against purely analytical

formulas and simulations is that they will give unrealistic results if they are not properly

tuned and adjusted for each PM. Since in real-world scenarios it is likely that continuous

changes will occur in the DC, this tuning could be avoided by using models that learn over

time the specific parameters of these internal factors affecting the PMs. There are also other

external factors, like the temperature of adjacent machines, the current leakage of that sil-

icon chips, and even the air itself coming from the intake that can affect the temperature

of components and their performance [24]. These are some of the reasons why PMs have

small differences between them [25].

In one of our experiments, the same load was executed on two different PMs with states

as close as possible. Figure 4 shows the differences in consumption and performance when

running the same load on two different PMs of the same data center. From Figure 4, we

trace the energy profiles of two PMs of the same DC, and observe that there is a notable

difference in the energy profiles of the machines, and that it is interesting to exploit this

difference to reduce energy. Therefore, using data-driven models, defined from the cluster
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Figure 4: Comparison of different PMs with same configuration and load

itself, it is possible to obtain accurate energy consumption values and learn to predict the

peculiarities of each PM. Finally, with the expected energy consumption and efficiency

after deploying a given container in each of the possible VMs, we expect to obtain reduced

energy values.

3.3.3 Consolidation methods

Some researchers advocate consolidation strategies aimed at maximizing resource utiliza-

tion and minimizing energy consumption by consolidating containers/VMs onto as few
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PMs as possible and powering off those that are not in use [4, 9, 20]. Specifically, consol-

idation works by shutting down the maximum possible number of PMs and deploying any

task arriving into those available PMs, and once those hosts reach a specific level, a new

PM is deployed.

A perfect consolidation scenario will deploy a new machine at the same time the previ-

ous set of machines is full. Once tasks are completed, any future task will prioritize filling

already deployed PMs, and if the overall load decreases, subsequent PMs may be deacti-

vated again. However, such an approach often neglects critical factors such as component

temperature dynamics [24] which could cause damage and overheating, leading to throt-

tling and loss of performance. Another downside that cannot be easily quantified would

be the issue of completely shutting down PMs and the risk of possible loss of Quality of

Service (QoS) if the new needed PMs are not deployed in time.

Additionally, the dynamic and unpredictable nature of cloud environments adds to the

complexity. Uncertainty in resource provisioning, as described by Helali et al. [15], poses

a significant challenge due to the highly fluctuating nature of workloads and the difficulty

in predicting exact resource needs. The volatility of workloads makes resources difficult to

estimate accurately, which complicates consolidation efforts. Providers often prefer main-

taining safety margins to handle dynamic workloads, avoiding aggressive consolidation

that might compromise service quality if unexpected traffic arrives.

While consolidation is a valid approach, one must consider the scenario where it is not

applicable, or where it has already been used up to a safety limit, and there is a desire to

optimize the usage of remaining resources. Therefore for this research, we are interested

in focusing on the reduction of energy without the use of shutdowns or sleeps. For this,

as a baseline, we will use a modified version of the consolidation method where the min-

imum idle consumption of the machine will still be taken into consideration even when

underutilized.
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3.4 Traffic load and testbed

3.4.1 Traffic load

The 5G networks that have emerged in recent years, and the upcoming 6G, rely heavily on

cloud services for many functionalities, including the execution of virtual network func-

tions. In this study, we focused on the computing resource requirements of traffic from 5G

services, as it uses a significant fraction of allocated resources and energy and is expected

to continue to grow [22].

Building containers that perform 5G virtual network function tasks is challenging and

no data is available. However, we can emulate these tasks by creating containers that

require representative computing resources to host the virtual network functions on the

servers. Examples include streaming servers, which typically require different resources

(CPU or memory) than gaming servers.

We designed a traffic load based on a mix of 5G services, each with its own resources

requirements, as described in Table 3. Each container was configured with three Python

scripts, each generating load on different components: CPU, RAM, I/O, as shown in Figure

5. By adjusting the values in each script, we can simulate various tasks.

For these experiments, we ensured that the tasks were not simulated using a stress

factor such as stress-ng, so as not to mask variations in efficiency or performance between

the different machines (PMs). Indeed, a stressor constantly strives to maintain a constant

percentage of load on the machines for the same amount of time, thereby masking their

inherent differences. In our results, in Section 3.8, we will show differences in completion

time caused by placement. These differences would be different with the use of artificial

stressors such as stress-ng.

The number of processors is indicated in the table 3 and it depends on the number of

cores allocated to the container, and since the nature of the CPU script is multithreaded, it
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Table 3: Characteristics of the compute resources of the different 5G services

5G services CPU RAM IO
Streaming (big) 36% × 3 8 GB 4 Gb/s
Streaming (small) 40% × 3 8 GB 4 Gb/s
Cloud training 65% × 4 4 GB 0 Gb/s
Website hosting 40% × 2 2 GB 1 Gb/s
Gaming 49% × 2 2 GB 1 Gb/s
Database 55% × 3 8 GB 2 Gb/s

uses the entire number of cores. Therefore if the CPU is 36% X 3 it means that it uses 3

cores.

Figure 5: Two typical examples of VMs of our present architecture in a HP ProLiant
BL460c G8

3.4.2 Testbed

Due to limited access to nodes in a live large data center, we developed a testbed in a private

data center with 9 dedicated HP ProLiant BL460c G8 servers. This setup ensured no extra

activities interfered with our experiments, which included the kernel, dependencies, and

data collection algorithms. Each Physical Machine (PM) comes with embedded sensors
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and a power meter, capable of collecting two categories of data: Performance Monitoring

Counters (PMCs) and sensor data.

PMCs are frequently used by administrators to monitor and control system perfor-

mance, focusing on metrics like CPU utilization, RAM memory access rate, and hard disk

I/O utilization. We used PSUtil [33] for the collection of PMCs, since it can do real-time

data collection for logging and inference purposes.

Today data centers use multiple sensors to monitor and manage PMs, preventing high

temperatures that can damage equipment and increase power consumption due to silicon

leakage current. We chose Intelligent Platform Management Interface (IPMI) to collect

these sensor values, granting us real-time temperature data and fan speeds, enhancing our

model’s accuracy. Figures 6 and 7 illustrate sensor locations and their readings.

Kubernetes managed container orchestration, while OpenStack handled VM deploy-

ment and management. hosts were defined as VMs with two configurations: small (8 CPUs,

16 GB RAM) and large (double the resources). Eight PMs served as compute nodes, with

one as the controller node for data collection and VM/container management.

We implemented the proposed energy-aware container placement algorithm in Python

3.12, utilizing the Kubernetes library and other supportive libraries. The script managed

machine communication, worker status messages, and hosted the machine learning model

for predicting and deciding container placement. Our setup also leveraged multiple other

APIs to control container placement, VM management, and worker statuses like SSH, PSU-

til, and IPMI.

3.5 Data collection and training

We discuss here the process done to generate the data that would be used for the ML model.

On subsection 3.5.1 we explain the work behind the container generation, its deployment

and how the real-time sensor and PMC collection happened. Then, in subsection 3.5.2 we
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Figure 6: 2D heat map of temperature based on sensors location of a typical HP ProLiant
BL460c G8
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Figure 7: Sensor description and reading examples
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explain the pre-processing done before the data was ready to be fed into the models. And

finally, in subsection 3.5.3 we explain the training process that will be applied to all of the

ML models explained in the following section 3.6.

3.5.1 Data collection

The data collection process is crucial for training the ML model. Initially, we used a

pseudo-random generator to create containers with specified start times and compute re-

source requirements (RAM, CPU, I/O). PSUtil and IPMI continuously logged the status

of the machines (PMs) and containers. Simultaneously, a Python daemon script interacted

with the Kubernetes API to collect all events (e.g., new or ending containers) within the

namespace. This allowed us to capture the exact start and end times for each container.

By cross-referencing these datasets, we could analyze how events affected PM re-

sources, temperature, and power. The pseudo-random generator and data collection APIs

enabled us to generate comprehensive data on PM behaviour during container deployment,

covering various scenarios over time. For instance, we could examine resource usage when

a "streaming" container is deployed on a host already running "gaming" and "cloud train-

ing" containers.

Algorithm 1 details the process of generating data from the measurement datasets (Dm)

collected via IPMI and PSUtil, and the event dataset (Dk) from the Kubernetes daemon

script. This process was repeated with varied configurations (e.g., different numbers of

containers per hour, varying intervals between containers) to generate diverse data scenar-

ios.

The process is also explained in Figure 8, where we can see how the sample is built,

with information from before making up the features and the average power being the

target. All the values on the before and after window are averaged to give us a more stable

result since some sensors and power meters collect instantaneous values and can be quite
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Algorithm 1 Data Generator
1: procedure DATA GEN(Dm, Dk)
2: Load IPMI and PMC measurements dataset Dm

3: Load kubernetes container log dataset Dk

4: S ← Start of all containers in Dk

5: E ← End of all containers in Dk

6: for host in hosts do
7: Sh, Eh ← filter by host
8: for Container in Sh do
9: Contt ← GetStartT ime(Container)

10: if CheckEvents(Contt − 45, Contt + 90) then
11: Skip Iteration
12: before← AllMeasurements(Contt − 45, Contt)
13: after ← Power(Contt + 45, Contt + 90)
14: statebefore ← mean(before)
15: powerafter ← mean(after)
16: SaveSample(statebefore, Cont, powerafter)

volatile. This process will generate the data used for the training of all the models.

3.5.2 Data pre-processing

Data processing is a common step when dealing with machine learning models, as they

can easily be over-fitted, under-fitted, or simply fail to learn if the data they contain are

not properly processed. If a model is not fed with proper data, it will generate inaccurate

predictions. We therefore want to minimize noise and fluctuations, making it easier for

the ML model to learn properly. Also, since our environment is dynamic and sometimes

unstable (problems or delays in any of the APIs or ssh could affect data collection), we must

clean the data whenever we have these malfunctions. To resolve these issues, we perform a

process similar to scraping corrupted data during data collection, where if there is missing

data or an impossible value, the sample will be removed. The data set was then scaled

to standardize the features, this ensures that each feature contributes equally to the model,

avoiding situations where big number would affect the model unfairly, and improving its
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Figure 8: Figure of how a sample is built

performance and stability. The standardization formula is as follows:

z =
x− µ

σ
, (1)

where z is the standardized value, x is the original value, µ is the mean of the feature, and

σ is the standard deviation of the feature. We also did a one-hot encoding for non-numeric

features, such as the container that was added. One-hot encoding is a technique used to

convert categorical variables into a binary (0 or 1) representation since machine learning

models cannot accept non-numerical features.

3.5.3 Training

For the training process, the data collected through random placements was merged in a

single data frame generating a training data of 6589 samples split between different desti-

nations and categories of deployed containers. From this new dataset, 20% was split into
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the testing set, while the rest was kept for training. Since we also desired to better under-

stand the effects of the increase feature space, we generated four subsets of this dataset:

1. Dataset C: A dataset where we only have CPU utilization information, as well as the

current power meter, and the container deployed.

2. Dataset CM: A dataset where we have the information of dataset C, but also an added

information of the memory utilization.

3. Dataset CMI: A dataset where we have all PMCs, with CPU, RAM, and I/O utiliza-

tion, as well as the current power meter and the container deployed.

4. Dataset CMIS: This dataset is the complete dataset, with all the previous information

as well as the sensor information collected(e.g. temperature sensors, fan speed ...).

After the dataset split, we train every chosen model (specified in the following section

3.6) with all variations of the dataset, with the exception of our analytical formula used as

baseline, since this solution requires especific features.

3.6 Energy prediction models

The usual utilization of our models during the production is represented in Figure 9. The

data is collected from both the sensors and the PMCs in the host, this is then fed into the

model alongside the new load. The model will then generate a list of predictions for energy

variations in all possible hosts and order them from lowest to highest. This will be used as

the priority of deployment for the container placement algorithm.

However initially we must evaluate their performance, and we can do it artificially,

using the full dataset generated randomly and feeding it for training and testing. The next

subsections will go through every model used, as well as the analytical formula used for

comparison.
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Figure 9: Model prediction architecture

3.6.1 Analytical formulas

The formula proposed by Fan et al. [10] was used by many studies, including very recent

ones, as the baseline model and is written as follows.

P Fan et al.(u) =Pidle + (2u− ur)(Pbusy − Pidle) (2)

where u is the CPU utilization scaled to range (0, 1), P (u) is the PM predicted power

consumption at overall CPU utilization u, Pidle and Pbusy are the power consumption of

the PM at idle state and peak usage state, respectively. r is a calibration parameter to

fit the model to minimize the forecast error. The formula (2) is a good starting point.

However, there are more complex formulas that are still easy to calculate even if they

include additional measurements, such as inlet temperature, resulting in increased accuracy

without losing too much simplicity. The chosen one was the formulation proposed by Wang
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et al. [39], and is defined as follows:

PWang et al.(u) = Pidle + Ucpu(P100% − Pidle) + ∆(T ), (3)

where: ∆(T ) = a0 + a1Tinlet + a2T
2
inlet.

In this refined formula of Wang et al. [39], the inlet temperature is taken into account, and

denoted by Tinlet. Temperature is implemented as a term added to the relative power used by

the machine based on CPU usage multiplied by the possible increase in power usage under

full load and idle status. Coefficients a0, a1, and a2 are parameters fit through a process

explained in the work of Wang et al. [39]. These variables are adjusted to minimize

forecast error. In our experiments on our testbed, we obtained the values of 891,258 -

97.319 and 2.649 to minimize the error. Note that because our testbed was hosted within

the IT department, we had very little control over the input temperature and had to do the

parameter calculations with a smaller temperature range.

An important aspect of the analytical formula is its reliance on CPU utilization to pre-

dict power consumption post-deployment. However, during inference, this information is

unavailable, necessitating placement decisions without it. To address this we proceeded

with the utilization of the expected increase in consumption by averaging all occurrences

in our dataset.

3.6.2 Extreme Gradient Boosting (XGBoost)

XGBoost iteratively combines weak regression models, refining predictions while prevent-

ing overfitting through advanced regularization techniques. Renowned for its scalability,

speed, and accuracy, XGBoost is widely applied across various domains[7]. Its popular-

ity stems from its efficiency, delivering excellent results with fast parallel training due to

its ensemble structure. Like other methods such as Random Forest, XGBoost effectively
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avoids overfitting.

3.6.3 Support Vector Regressor (SVR)

Support Vector Regressor (SVR) operates by finding the hyperplane that best fits the data,

minimizing the error within a margin. This model uses the kernel trick to handle non-linear

relationships, resulting in flexibility and robustness in predictions. SVR is a variation of

SVM[8] and is also utilized in fields requiring efficient regression models. The reason for

using it is to check that simple methods do not provide the best solution.

3.6.4 Multi-Layer Perceptron (MLP) Regressor

The MLPRegressor belongs to the category of feed-forward artificial neural networks.

Our MLP model is a fully connected network composed of an input layer of size 43

relative to all features used, followed by three hidden layers with a topology of (20,100,4),

and an output layer of size one responsible for generating power consumption predictions.

This specific number of neurons per layer was chosen after some hyper parameter opti-

mization process while also taking into consideration the computation cost of an oversized

network. Figure 10 shows our topology with reduced numbers of nodes per layer to make

it more readable. Our choice of parameters was done after a hyper-parameter optimization

process gave us some improved values.

For weight optimization during MLP model training, we employ adam. As for the

activation function, we opt for the logistic activation function, also known as the sigmoid

function, defined as:

σ(x) =
1

1 + e−x
. (4)
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Figure 10: MLP topology

3.7 Containers on VMs/Bare metal placement algorithm

In this section, we go through our proposed algorithm for containers placement: it can

be applied with only minor changes to both containers on VMs or containers bare metal.

We first describe the machine learning model (Section 3.7.1), and then the consolidation

algorithm that is used for performance evaluation and comparison (Section 3.7.2).

3.7.1 Placement with ML model

The core idea of our placement algorithm is to identify the PM efficiency discrepancies,

as previously discussed and shown in Figure 4. The proposed energy-aware algorithm

leverages a machine learning model to identify the optimal deployment location in terms of

energy consumption. To do this, we estimate the energy impact of the incoming container,

for all potential locations and compare their results. By sorting these results based on

energy increase, we generate an ordered deployment list, as illustrated in Figure 11. The

process of collecting the data can be optimized by programming the workers to constantly

send to the controller their most up to date feature values, without the need for the controller
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to actively recover all this data. In the example proposed in Figure 11, if we assume a

maximum power of 400 watts, then the best location would be location 2 since it is the

location with the lowest increase that would be able to be provided by the power supply.

Figure 11: Example of preferences before and after sorted by power increase

In a context where there is a very high number of potential hosting PM/VM locations

and the delay constraints are tight (e.g., in the order of few milliseconds in the edge cloud

for the 5G fronthaul network), there might be a need to optimize this process. A solu-

tion could be to select only promising PMs, or, instead of making predictions only when

containers come in, to make predictions periodically based on the information available

at placement time, with the list sorted as much as possible to speed up the best available
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placement.

This ordered list offers two main benefits. Firstly, it allows us to select the deployment

location with the lowest energy increase, ensuring efficient resource utilization. Secondly,

it enables us to also detect the possibility of throttling. By comparing this predicted con-

sumption with the machine’s maximum power capacity, we can detect potential perfor-

mance throttling due to insufficient power supply.

The proposed placement algorithm provides two significant advantages: throttle warn-

ings and a priority list for deployment. This enables the creation of a straightforward algo-

rithm for selecting the best deployment location, as detailed in algorithm 2. The first loop

handles data collection and prediction for all machines. The second loop checks for cases

where expected power consumption exceeds maximum capacity. In the rare cases where

all options lead to machine overload, the first option in the priority list is selected.

Algorithm 2 Placement
1: procedure PLACEMENT(Cont,Maxp)
2: Pred← NewArray
3: for host in hosts do
4: Hi ← Host Measurements
5: Hi.Append(Cont)
6: Curri ← Host current Power
7: Predi ← model.Predict(Hi)
8: Pred← Pred.append((Predi, Curri, host))

9: Pred← Pred.SortBy(Predi − Curri)
10: index← 0
11: while index < len(Pred) do
12: if Pred[index][predicted] < Maxp then
13: return Pred[Index]

14: return Pred[0]

3.7.2 Consolidation baseline

The primary difference between the ML-based approach and the consolidation method

lies in how placements are determined. Instead of predicting and sorting a list to select
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placements, the consolidation based method creates a fixed list. This method prioritizes

filling the first VM, and then moving to the next VM within the same PM until that PM

is filled. Once a PM is filled, the process moves to the next PM. This strategy follows the

first fit approach, which is to efficiently group containers onto as few machines as possible.

Work of the literature has shown that best fit, first fit and worst fit have all their advantages

and disadvantages and none of them is clearly outperforming the other ones [37], even with

the energy concern [27].

3.8 Numerical results

We first present the results obtained from the training and testing of the energy consump-

tion models detailed in Section 3.8.1. Next, we describe the experiment setup for the

energy-aware placement experiments. Finally, in Section 3.8.3, we assess the energy sav-

ings achieved through the energy-aware placement of containers over VMs, along with the

associated impacts on processing delays.

3.8.1 Energy prediction models

For the energy prediction system, the training data set was generated as explained in subsec-

tion 3.5.1. After conducting approximately 50 experiments, each spanning around 4 hours.

For testing, we used RMSE (Root Mean Square Error) to quantify the error for each model.

We also used the R2 score as a secondary measure due to its flexibility. RMSE is defined as

the square root of the mean of the squared prediction errors, providing a value that indicates

the typical error magnitude, making it easier to understand the model’s performance on our

scale. R-squared R2 is a coefficient of determination that measures the proportion of the

variance in the dependent variable explained by the independent variables. This metric is

generally helpful because R2 does not require a specific range or scale to be meaningful;
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its percentage value can be informative for any model. However, since we are analyzing

wattage, RMSE remains very useful due to its ability to provide error magnitudes in the

same units. Both metrics can be expressed as follows:

RMSE =

⌜⃓⃓⃓
⎷

(︃
N∑︁
i=1

(Pi − Ai)2
)︃

N
(5)

R2 =

⎛⎜⎜⎝1−

⎛⎜⎜⎝
N∑︁
i=1

(Ai − Pi)
2

N∑︁
i=1

(Ai − Ā)2

⎞⎟⎟⎠
⎞⎟⎟⎠× 100 (6)

where N is the number of inferences done, Ai denotes the target, and Pi the predicted

values for data point i, and Ā is the average of the real values. Table 4 shows the achieved

values for each ML model, in this configuration, we experimented with the inclusion or

removal of features to quantify the effects of increased data on the models explained in

Section 3.6. This way it is easier to see the effect of using data regarding memory and IO

utilization, as well as the effect of the sensors in the prediction model. The ML models are

split into different categories as follows:

(i) Wang et al. [39] is the analytical formula that is being used as a comparison.

(ii) C-LR, C-MLP, C-SVR and C-XGB are the models that were trained using only CPU

information.

(iii) CM-LR, CM-MLP, CM-SVR and CM-XGB are the models trained using CPU and

Memory information.

(iv) CMI-LR, CMI-MLP, CMI-SVR and CMI-XGB are the models trained using CPU,

Memory and IO information.

(v) CMIS-LR, CMIS-MLP, CMIS-SVR and CMIS-XGB are the models that were trained

using all PMCs and sensors.
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Figure 12: Model performance comparison

For the columns, each value represents a different load applied from all the services

described in section 3 giving us a total of 6 services over all models.

From Table 4, it is evident that XGBoost achieved the highest accuracy across all cate-

gories with the greatest increase with the sensor data. The overall R2 score was 91.2, with

an RMSE of 12.8. Given our test bed, which includes realistic noise and real load, these

values are quite impressive. The model consistently predicts energy consumption within

20 watts of the actual value, even in less favourable scenarios.

In contrast, the baseline model by Wang et al. [39] did not perform as expected in these
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Table 4: Model Performance per load

Models CT DB GM SB SS WS
Wang et al. [39] -8.4 18.7 -39.7 14.2 12.4 -10.1

C
LR -11.6 -4.9 -20.3 -0.9 -9.8 -14.1

MLP 21.8 27.5 15.5 38.3 43.5 42.6
SVR 18.8 17.8 -9.8 -2.1 22.5 10.8
XGB 86.4 88.4 92.9 93.5 90.6 89.6

CM
LR -15.6 -6.1 -19.5 -3.1 -7.1 -17.7

MLP 16.9 28.0 4.1 43.2 47.5 28.2
SVR 20.5 21.4 -11.7 3.7 28.3 16.9
XGB 86.4 88.2 90.5 89.3 91.7 87.3

CMI
LR -14.5 3.5 -6.9 19.2 14.5 6.9

MLP 39.4 66.7 71.1 77.7 66.4 73.3
SVR 26.9 42.2 24.2 25.7 46.3 28.6
XGB 81.1 87.7 90.6 90.4 89.9 89.1

CMIS
LR 25.9 7.7 21.5 33.6 34.8 32.7

MLP 71.6 72.3 72.5 78.0 72.9 79.1
SVR 46.3 36.1 34.8 31.0 50.6 34.1
XGB 87.9 89.1 92.1 91.9 94.2 91.7

scenarios, prompting us to compare it against a classical linear regression model. This

comparison clearly shows that a simple linear regression model fails to accurately predict

the energy consumption of these hosts when the load is not easily predictable. Furthermore,

there is a significant discrepancy in predicting different loads when using overly simplistic

models like linear regression.

The values shown in Figure 12 represent the RMSE of wattage prediction after deploy-

ing a given container for the CMIS version of each model. This highlights the differences

in task performance by the same model. We can see that more complex models can make

accurate predictions for various loads, albeit with slight differences. In contrast, this dis-

crepancy increases when using Linear Regression and the analytical formula, indicating a

non-linear factor in power utilization.

Additional analyses were conducted based on CPU utilization before deployment. These

were performed because, as utilization increases and power reaches its maximum capacity,
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the range of possible prediction values is reduced, and model accuracy is expected to im-

prove. This trend is evident in Figure 13, where all models show a continuous reduction in

error as CPU utilization increases.

Figure 13: Model performance per percentage of utilization

3.8.2 Energy aware experiment setup

To evaluate the energy savings of the energy-aware placement algorithm, we used the

modified consolidation method described in Section 3.3.3 as our baseline. This method

is commonly chosen for its simplicity and effectiveness in reducing energy consumption.

In addition to the baseline, we implemented our approach using the XGBoost model, which

demonstrated greater accuracy as shown in Section 3.8.1.

For this experiment, there is an initial process of generating the list of containers to be

deployed (identical process to the one explained in Subsection 3.5.1). When the experiment

progresses to the second phase, where PSUtil and IPMI start logging data, this data is sent

directly from each VM to the controller in real-time. From this point, instead of randomly

placing containers on VMs, the algorithm follows its implementation to optimize container
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placement for energy reduction.

The ML-assisted algorithm operates as follows: When the time for deploying a con-

tainer arrives, the algorithm retrieves the latest data from all potential host VMs. It then

iterates over this data, one VM at a time, using the ML model to predict the power consump-

tion after deploying the new container. This process generates a list of energy variations for

each VM, which is ordered from the smallest to the largest increase in power consumption.

The placement algorithm uses this list, along with Kubernetes metadata to avoid resource

overload, to determine the optimal placement for the container.

For the Consolidation algorithm, the process differs significantly. Instead of iterating

over the data, this algorithm generates a fixed list that prioritizes deployment on a prede-

termined sequence of machines. This approach effectively consolidates the load onto the

initial set of machines whenever possible.

3.8.3 Benefits of energy aware placement of containers over VMs

(a) Consolidation strategy (b) Smart placement

Figure 14: Energy consumption during trial

For energy savings, we conducted two experiments to evaluate the performance of the

method of placement : (i) A classical consolidation technique; (ii) ML-assisted Placement.

In Figure 14a, we observe the behaviour of the experiment under the consolidation

policy. The most notable difference is the presence of hosts that are barely used, as indi-

cated by areas remaining at idle levels. In contrast, Figure 14b shows that our algorithm
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utilizes different hosts to manage and reduce power consumption, waiting for temperature

reductions and the completion of other containers.

A significant drawback of the consolidation approach is the potential for performance

reduction due to job stacking on the same hosts, which is evident in the longer completion

time for the experiment.

For comparison, two metrics must be considered: energy reduction and QoS maintain-

ability. The energy used, as a key performance indicator (KPI), shows a consistent reduc-

tion of 2.5% to 3% with our method. When accounting for the energy required to cool the

data centers, these savings effectively double, since cooling energy is proportional to the

data center’s energy utilization. This reduction holds immense potential for data centers,

where even minor power savings can lead to substantial cost reductions and decreased CO2

emissions, potentially saving millions of dollars over time. Extrapolating these results, a

small data center with 1,000 Physical Machines could save up to 87.75 KWh in overall us-

age. Savings would be even more significant in large data centers, which typically consume

hundreds of MWh.

In addition to power consumption reduction, our method also reduces processing time,

positively impacting QoS. While this improvement is difficult to quantify with a specific

KPI, maintaining a fixed QoS is critical for service providers to avoid contractual fines due

to non-compliance.

3.9 Conclusion and future work

We proposed an accurate method for container placement on VMs aimed at reducing power

consumption through the use of machine learning models, which further achieved sig-

nificant energy reductions.. Throughout our experiments, we demonstrated that our best

model, XGBoost, attained high accuracy across diverse types of traffic loads and machine

states. Indeed, the model achieved an R2 score of 91.2% and an RMSE of 12.8. It was

45



thoroughly tested on various machines, proving its ability to generalize and learn the un-

derlying patterns. Additionally, the model maintained performance across different types

of loads with varying resource utilization.

By leveraging our XGBoost model, we efficiently deployed containers, thereby reduc-

ing energy consumption. We conducted tests using realistic scenarios and mimicking real-

world loads, created from practical operations rather than artificial stressors, ensuring a

more accurate representation of real-life conditions. Additionally, we implemented the

model on various classes of VMs to enhance the robustness and validation of our results.

Our method achieved a consistent reduction in energy consumption.

Moreover, this approach improved task processing times by better allocating tasks and

avoiding already overloaded machines. This not only increased performance and QoS but

also maintained energy savings. Consequently, our implementation can be utilized for the

placement of containerized tasks to minimize energy consumption in data centers’ virtual

or Physical Machines, using readily available features in modern data centers.

Building on the results of our proposed method for container placement on VMs, fu-

ture research should focus on integrating real-time monitoring and adaptive learning into

the XGBoost model for dynamic adjustments based on live data. This would optimize re-

source utilization and energy savings and could integrate well into migrations algorithms,

another effective way to reduce energy consumption dynamically. Additionally, exploring

advanced machine learning techniques, such as deep learning, could enhance prediction

accuracy and adaptability. These models would better handle workload and hardware vari-

ability, leading to more efficient placement decisions. By pursuing these areas, research can

develop more sophisticated and sustainable solutions for container placement in virtualized

and cloud environments.
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Chapter 4

Conclusion & Future Work

4.1 Conclusions

We propose an effective method for placing containers on VMs to reduce power consump-

tion using machine learning models and algorithms. Our approach had two main objectives:

developing an accurate model and reducing energy usage. We successfully achieved both,

resulting in a model that provides above-average energy savings. Our experiments showed

that, compared to traditional analytical solutions, our method offers superior performance

in data center environments.

Our proposed models addressed these shortcomings by fully leveraging the feature

space with sensors and performance monitoring counters (PMCs), creating a non-linear

solution capable of learning system complexity. Indeed, our models significantly improved

energy prediction for future load assignments. Our best model achieved an R2 score of

91.2% and an RMSE of 12.8. This improved accuracy resulted in an energy saving of 3%,

potentially doubling with the addition of cooling.

Furthermore, our research demonstrated several key findings that contribute to the real-

ism and effectiveness of our approach: (i) By avoiding artificial stressors, we ensured that

our results apply to real-world scenarios in terms of the use of computational resources.
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(ii) Conducting comprehensive testing in a real data center validated the practical viability

of our model. (iii) Implementing a non-consolidation method highlighted the benefits of

dynamic resource allocation. Showing that consolidation methods are not the only way to

reach an energy efficient VM/container placement (iv) Utilizing varied VM hosts and loads

confirmed the robustness and adaptability of our approach across different conditions.

Our placement method consistently reduced energy consumption by a small but stable

amount. Additionally, our approach enhanced task processing times by better-allocating

tasks and avoiding already overloaded machines, thereby increasing performance and QoS

while maintaining energy savings. When extrapolated to larger and more powerful data

centers, our method has the potential to achieve annual savings of millions of dollars.

4.2 Future work

This study can propel future work for further improvements in multiple directions;

• Focusing on traffic prediction could significantly enhance the scheduling aspect of

the environment. By accurately predicting future loads, we can better allocate and

distribute resources, leading to more efficient load management and improved per-

formance.

• Many of the works that inspired us tackled current energy prediction in each instance

of containers or VMs, and, since our application required future energy consumption,

we chose to simplify the problem and skip over this part, changing prediction only

to the increase in energy of PM. Changing this into the original task and utilizing the

"real-time" energy prediction would allow us to manage the cluster on a finer level,

and enable migrations and many more works.

• The work can be extended to a more robust and complete framework of virtual system

management for a more complete energy savings system. If proper changes are done,
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another work could tackle scheduling, migration as well as placement. The absence

of dynamic migrations to optimize the cluster in case of unexpected changes could

lead to untapped potential.

• The usage of a reinforcement learning method can be a great solution to this problem.

The online states and reward possible setup from the energy consumption point of

view seem to be a logical application to this kind of technology. The cost of training

a reinforced learning model could potentially be high, however, if the work proposed

in item I is achieved, it could simplify the environment setup for this kind of solution

drastically since all the RL needs would be easily integrated.
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