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Abstract

Molecular Doping of Organic Semiconductors: Role of Steric Hindrance

Somaiyeh Charoughchi
Concordia University, 2024

The p-doping of organic semiconductors, that is, conjugated organic molecules
(COMs) and polymers (COPs), is generally done using strong molecular acceptors as
dopants. In principle, high doping efficiency can be achieved with dopants of high
electron affinity (EA) to promote integer electron transfer between COP/COM and the
p-dopant. Common dopants of high EA (> 5 eV) are, however, often unstable, show
low solubility in common solvents with most COPs/COMs, and tend to diffuse through
the organic semiconductor owing to low molecular weight. Furthermore, their planarity
can promote the formation of ground-state charge transfer complexes (CPXs) with the
COPs/COMs, which is detrimental to doping efficiency due to fractional instead of inte-
ger charge transfer. To address this issue, this thesis focuses on a new strategy towards
more efficient molecular p-dopants: The optimization of EA to promote integer electron
transfer is therein augmented by a novel strategy to inhibit CPX formation, which relies
on directed dopant design exploiting steric hindrance. First, to identify promising
alternative dopants with high EA, we systematically compared the interplay between
molecular EA and steric shielding of the core resulting from the peripheral substitution
of analogues molecules with cyclohexadiene and cyclopropane cores. To this end, we per-
formed a simple analysis based on Hammett parameters followed by density functional
theory (DFT) calculations on a library of modified doping agents. Second, based on the
outcome of the DFT pre-characterization we focused on cyclopropane core-based dopants
and synthesized and characterized 2,’,2”-(cyclopropane-1,2,3-triylidene)tris(2-(perfluoro
phenyl)-acetonitrile) (PFP3CN3-CP) as one of the most promising species. PFP3CN3-CP
has pendant functional groups that sterically shield its central core while still maintain-
ing a comparably high EA. By using various spectroscopy and electrical characterization
we demonstrate for the prototypical COP, poly(3-hexylthiophene) (P3HT), that, indeed,
CPX formation can be inhibited by exploiting steric hindrance brought by PFP3CN3-CP.
It outperforms a planar dopant with similar EA, showing tenfold higher conductivity and
superior stability in aging experiments. Overall, this thesis introduces a novel strategy
for improving p-doping efficiency in organic semiconductors by incorporating steric
hindrance to prevent CPX formation. It advances the development of more efficient
p-dopants, contributing valuable knowledge to the field.
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Chapter 1

Fundamentals of a Doping Organic
Semiconductors

In this chapter, first, an introduction to the fundamentals of conjugated molecular or-
bitals is provided in section 1.1. The following section 1.2 provides the comparison of or-
ganic and inorganic semiconductors. The next section 1.3 covers the fundamentals of the
two known p-doping mechanisms, that is, integer charge transfer (ICT) and ground state
charge complex formation (CPX). Moving forward, section 1.4 presents some common
p-dopants in literature that are most prominently addressed throughout this thesis, and
also introduces the background and previous work on cyclopropane-based p-dopants.
Section 1.5 ventures into a discussion of open questions and potential issues in the doping
mechanism, addressing challenges that may arise. Subsequently, Section 1.6 outlines the
objectives underlying the thesis and delineates strategies to overcome challenges. Lastly,
Section 1.7, outlines the structure of the subsequent chapters, offering guidance to the
reader’s journey through the thesis.

1.1 Conjugated Molecules and organic semiconductors

Organic semiconductors (OSC) are materials formed by small conjugated organic
molecules (COMs) or conjugated polymers (COPs); mainly formed by carbon and hydro-
gen atoms, with some heteroatoms such as sulfur, oxygen, and nitrogen included, that
exhibit a delocalized π-electron system due to carbon sp2-hybridization. In a semicon-
ductor, the highest occupied electron energy (HOMO) level is separated from the lowest
unoccupied energy (LUMO) level by an energy gap, referred to as fundamental gap of
the OSC. For OSCs, it has typical values of 2-3 eV (i.e., it lies in the visible region),
which is thus (at least) twice as wide as that of inorganic semiconductors (ISC) such as
Si (1.1 eV). This entails the absorption and emission of light within the visible spectral
range, along with a level of conductivity adequate for operating traditional semiconduc-
tor devices such as light-emitting diodes (LEDs), solar cells, and field-effect transistors
(FETs). It is important to note that while they possess semiconducting properties, the
”semiconducting” nature varies significantly between inorganic and organic materials.
[1]
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In carbon’s ground state, its atomic configuration consists of 1s2 2s2 2p1x 2p1y . In this
arrangement, carbon can only form two covalent bonds. However, by rearranging its elec-
trons so that one of the 2s electrons occupies the vacant 2pz orbital, carbon can form four
covalent bonds. [1] The energy gained from establishing these four bonds surpasses the
energy required to transition an electron from the 2s orbital to the 2pz orbital. When
other atoms, such as hydrogen or another carbon, approach as binding partners, external
forces come into play to offset the energy gap between the 2s and 2p orbitals, effectively
making them equal in energy, or degenerate. Consequently, new hybrid orbitals formed
by interference between the 2s with one, two, or three 2p orbitals; leading to sp, sp2, and
sp3, respectively. The origin of hybridization can be understood by considering the four
atomic orbitals centered on a nucleus as waves that interfere destructively and construc-
tively in different regions, resulting in the formation of four new shapes.[1, 16]

In OSCs generally, each carbon atom possesses three sp2 hybrid orbitals arranged in
a plane and one 2pz orbital perpendicular to this plane. While the sp2 orbitals result in
three σ-bonds, the electron in the 2pz orbital of one carbon atom pairs with the electron
in the 2pz orbital of the other atom, and as a consequence, the electrons exhibit spatial
probability density both above and below the molecular axis, giving rise to a molecular
orbital known as a π-orbital. This shared pair of electrons corresponds to a π-bond. [1]

To comprehend the energy distribution of molecular orbitals, the interaction among
various atomic orbitals can be analyzed. The 1s orbitals, situated near the core, generate
a bonding (σ) and an antibonding (σ∗) orbital with minimal energy splitting (Figure 1.1).
The interaction of the 2sp2 hybrid orbitals produces strong bonding (σ) and antibonding
(σ∗) orbitals, characterized by significant charge overlap between the nuclei. However,
the interaction of the 2pz orbitals occurs at a distance from the nuclei, resulting in a
weaker splitting between the bonding (π) and antibonding (π∗) orbitals. [1]
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Figure 1.1: Schematic energy level diagram of σ- and π-bonds forming from atomic or-
bitals between the carbon atoms in ethene (i.e. the two 2sp2-orbitals forming σ-bonds
with the hydrogen atoms are omitted). Figure adapted from [1] A. Köhler and H. Bässler,
Electronic Processes in Organic Semiconductors: An Introduction. Weinheim: Wiley-VCH,
2015. Copyright 2015 Wiley-VCH Verlag GmbH & Co. KGaA.

Since the block of filled orbitals ends with the Highest Occupied Molecular Orbital
(HOMO) and the sequence of unfilled ones starts with the Lowest Unoccupied Molecular
Orbital (LUMO), are collectively termed frontier molecular orbitals. These orbitals play a
pivotal role in the optical and electrical processes of the molecule if employed as an OSC,
e.g., in an optoelectronic device. When an electron is introduced into a molecule from an
electrode, it occupies the vacant molecular orbital with the lowest binding energy, which
is the LUMO. Conversely, the introduction of a hole involves removing an electron from
the highest occupied molecular orbital, the HOMO, and transferring it to the electrode.
[1]

Due to significant resonance interaction, σ and σ∗ orbitals are positioned at rela-
tively low and high electron energies with respect to vacuum level, respectively, making
charge injection from electrodes into molecular solids particularly challenging. In con-
trast, when the frontier orbitals are comprised of π-orbitals, their moderate degree of
splitting results in a moderate energy difference compared to the typical electrode work
function. [1, 17]

In a similar scenario, light absorption occurs by promoting an electron from the
HOMO to the LUMO. When the frontier orbitals are σ-orbitals, the (σ → σ∗) transition
happens in the ultraviolet spectral range, whereas the lower splitting associated with
π-orbitals allows π→ π∗ transitions to occur in the visible spectral range, especially for
large π-orbitals that extend over several carbon atoms. [1]

The common characterization techniques for experimentally determining the HOMO
and LUMO energies of COMs/CPs are cyclic voltammetry (CV), photoelectron spec-

3



troscopy (UPS), and inverse photoelectron spectroscopy (IPES). They have their limita-
tions which are discussed below.

The primary drawback of CV)— a technique based on varying the potential of a work-
ing electrode while recording the resulting current)— stems from the challenge of solvat-
ing radical ions generated within the polar solvent as typically used. As the polarity of
the solvent increases, so does the polarization energy of the ions, leading to a systematic
error of 100 meV in HOMO and LUMO values. Additionally, a common issue arises in
determining both oxidation and reduction potentials. Due to the constraints of the poten-
tial ”window” determined by the specific electrode/electrolyte combination, often only
one of the potentials—either oxidation or reduction—can be accurately measured. This
limitation arises from the fact that the energy gap between the HOMO and LUMO levels,
represented by the difference Eox−Ered , can be substantial, typically around 2.5 to 3.0 eV.
This leads to the common fact that one of the potentials, typically the reduction poten-
tial, may fall outside the experimentally accessible range. [1] The technical introduction
to CV setup is in section 2.3

In turn, photoelectron spectroscopy measures the kinetic energy of photoelectrons
which are usually emitted from a few nanometers below the surface, and is constrained
in its ability to largely provide insights into material surfaces only.

In this thesis, CV has been used for determining the IE and EA of the molecules; note
that their values are given on a positive binding energy scale throughout this work.

A conjugated system forms where the molecular structure exhibits alternating single
and multiple bonds, with ‘conjugation’ referring to the interaction between p-orbitals
across the σ-bond positioned between the multiple bonds. [18] The planarity of a con-
jugated polymer segment or conjugated oligomer molecule is crucial for the extent of
coherent π-electron delocalization, termed as conjugation length, which significantly in-
fluences intra- and intermolecular charge transport due to the lower binding energy of
π-electrons compared to σ-electrons. [1] The conjugation length also plays an important
role in optical properties, as wider conjugated systems result in lower-energy transitions,
impacting optical absorption and emission. [1] However, coherence in π-electron delocal-
ization can be compromised in CPs due to conformational variations arising from solvent
interaction and solid-state deposition, as well as torsional disorder along the polymer
chain, chemical defects, and phonon scattering. [1]

Spectroscopically, a CP can be approximated by oligomers with a number of repeat
units equivalent to the CP’s conjugation length. For polythiophenes, like those employed
in this thesis, the conjugation length in a completely planar configuration in the solid
state can surpass 20 units. [1] This thesis focuses on poly(3-hexylthiophene-2,5-diyl)
(P3HT) compared to a custom-synthesized oligomer; 3,3”””,3”””’,3””””,3””””’,4’,4”,4”’-
octahexyl 2,2’:5’,2”:5”,2”’:5”’,2””:5””, 2””’:5””’,2”””:5”””,2”””’:5”””’, 2””””:5””””,2””””’-
decithiophene (h10T).
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Figure 1.2: Chemical structures of some conjugated polymers (CPs) and conjugated or-
ganic molecules (COMs).

1.2 Organic versus Inorganic Semiconductors

The most distinguishing feature of organic semiconductors is the intermolecular van der
Waals interactions. This stands in contrast to inorganic materials composed of chemically
bonded atomic species, as outlined in standard textbooks on solid-state physics, e.g., by
Ashcroft and Mermin (1976). [19] Chemical bonds in inorganic semiconductors (ISC) are
covalent, involving the sharing of electrons between atoms within the semiconductor (as
observed in Si and Ge), or primarily ionic, arising from Coulombic attraction between
anion/cation atomic pairs (as seen in CdTe, ZnSe, etc.). In certain semiconductor alloys,
bonding is achieved through a combination of both covalent and ionic bonds, as exempli-
fied by InP, GaAs, GaN, and TlP. [17] Specifically, covalent bonds, such as those present in
silicon, are relatively strong (78 kcal mol-1 in Si), in contrast to van derWaals interactions,
which are weaker (approximately 10 kcal mol-1). [20]

Traditional ISCs like silicon, germanium, and GaAs possess narrow band gaps (as de-
fined as the energy difference between valence and conduction band), for example, 0.67
eV (Ge), 1.1 eV (Si), or 1.4 eV (GaAs). At room temperature, the generation of free charges
occurs through thermal excitation from the valence band to the conduction band, and the

concentration of charge carriers is given by N =Neffe
−

Eg
2kT , where Neff represents the effec-
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tive density of valence or conduction band states, Eg is the band gap, k is the Boltzmann
constant, and T is the temperature. The intrinsic conductivities typically fall within the
range of approximately 10−8 to 10−2Ω−1 cm−1 at room temperature. [1] Moreover, the
dielectric constant in ISCs is substantial, reaching up to εr = 11. This large dielectric con-
stant ensures that Coulomb effects between electrons e− and holes h+ are negligible due
to strong dielectric screening already on a small length scale. Thus, at room temperature,
light absorption can easily lead to the immediate creation of free electrons and holes.

In contrast, the conductivity of organic ”semiconductors” is extrinsic and arises from
the injection of charges at electrodes, doping, and the dissociation of photogenerated
electron-hole pairs bound by their mutual Coulomb attraction. This stems from two dis-
tinctive characteristics of conjugated organic materials. Firstly, absorption and emission
often occur in the 2–3 eV range (approximately 600–400 nm) which corresponds to the
magnitude of their fundamental energy gap between HOMO and LUMO, making it im-
possible to establish a significant charge-carrier concentration through thermal excitation
at room temperature. Additionally, the low dielectric constant, approximately εr = 3.5,
signifies substantial Coulomb interactions. As a result, any electron-hole pair created by
optical excitation is bound by a Coulomb energy which is typically significant (around
0.5–1.0 eV) and far beyond the thermal energy at room temperature. [1, 17]

As mentioned earlier, the weak van der Waals interactions impart soft mechanical
characteristics to molecular solids and polymers, thereby creating extensive opportuni-
ties for applications that are not accessible to conventional ISCs. For instance, organic
solids exhibit flexibility, whereas ISCs are frequently characterized by hardness, brittle-
ness, and susceptibility to fracture. Despite being soft and prone to damage through han-
dling, organic materials also possess the ability to bend, conform to various irregularly
shaped surfaces, and even be folded without experiencing cracking, [17] as exploited in
today’s flexible electronics (smartphones with foldable displays etc.)

The relatively low intermolecular binding energy in OSCs translates in a compara-
tively low temperature for dissociating the molecules from the solid (around 100–500°C).
However, most ISCs undergo thermal decomposition only at temperatures double to
triple the highest temperatures tolerated by organic solids. [17]

Moreover, a broad array of organic (macro-) molecules, when appropriately synthe-
sized and/or functionalized, can be dissolved in suitable solvents. Consequently, they
can be capable of solution-processing methods. [20] The processability from a solution
opens up the opportunity to evolve organic electronics into printed electronics. [21, 22]

The ”tunable properties” of OSCs pertain to the ease with which a material or struc-
tural composition can be altered to fulfill specific requirements of the target application.
The extensive adaptability in properties achieved through the synthesis of precisely de-
signed organic compounds to meet application needs is a genuinely unique advantage of
OSCs exploited in organic electronics. This field is built upon the exceptional versatility
offered by organic chemistry. [17]

In ISCs, the Density of States (DOS), which is the number of states per interval of
energy at each energy level that can be occupied by electrons, exhibits in good approxi-
mation a parabolic distribution at the band edges, and in the band gap, it drops to zero.
[23, 24] In contrast, in OSCs the DOS has an exponential distribution in the band edges
and Gaussian DOS is used for modeling the electronic state distribution. [25, 26]

6



In conclusion, OSC-based electronics do typically not aim to generally compete with
today’s high-performance electronics based on ISCs but strive to exploit the fact that
OSCs are lightweight, flexible materials compatible with large-area processing on flexible
substrates and allow for low-temperature device manufacturing techniques. [1, 17, 20]

1.3 Organic Semiconductor Doping Mechanisms

The principle underlying doping involves the addition of electron donors or acceptors to
COMs or CPs, thereby generating additional mobile charge carriers. In OSCs, achieving
n-type doping requires the dopant to donate electrons to the LUMO states of the OSCs,
while p-type dopants extract electrons from the HOMO states, thus creating holes in
OSCs. (Figure 1.3)

In the last three decades, the field of organic electronics emerged from the finding
that conjugated polymers such as polyacetylene can be electrically doped to increase their
conductivity by more than ten orders of magnitude. At this time, doping has been done
analogously to ISCs by the admixture of inorganic dopants such as bromide, iodide, or
chlorine to extract an electron from the polymer valence band (referred to as p-type dop-
ing) or sodium, lithium, and potassium to inject an electron into the polymer conduction
band (n-type doping). [27–30] However, in contrast to ISCs, this doping strategy proved
unable to provide stable p-/n-doped layers. These inorganic dopants are not covalently
bonded to the semiconductor host and, therefore, readily diffuse throughout the semi-
conductor layer(s). [3, 31]

In the late 1990s, molecular dopants as organic acceptors and donor molecules were
introduced to remedy these issues, which finally led to the breakthrough of doping OSCs
in practical applications. Today, essentially all organic electronic devices such as or-
ganic light-emitting diodes (OLEDs) based displays [32, 33], organic photovoltaic devices
(OPVCs)[32, 33], or organic field-effect transistors (OFETs) comprise OSC layers doped
with molecular dopants. [34] Molecular doping is there used to tune both conductiv-
ity and the electronic properties at interfaces with electrodes [32, 35] in order to reduce
charge injection barriers in OLEDs [34] and charge trap densities and depths, [36–39] as
well as generating mobile holes in the host material to increase its conductivity by orders
of magnitude. [40, 41]
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Figure 1.3: p-type and n-type doping of the organic semiconductor. Figure has adapted
from [2] L. M. Cowen, J. Atoyo, M. J. Carnie, D. Baran, and B. C. Schroeder, “Re-
view—organic materials for thermoelectric energy generation,” ECS Journal of Solid State
Science and Technology, vol. 6, no. 3, p. N3080, Jan 2017. Published 2017 by ECS under
CC BY 4.0.

One of the two fundamental mechanisms for doping OSC is integer charge transfer
(ICT), where immediate charge transfers from the HOMO of OSC to the LUMO of the
p-dopant (and vice versa for n-type doping) occur. As a result, a localized electron is
stabilized on the dopant, and a mobile hole is generated in the OSC matrix. The spectro-
scopic confirmation of this phenomenon has been documented in various OSCs, as indi-
cated by the observation of diagnostic ion absorption features in both the visible (related
to electronic transitions) and the infrared (associated with vibrations) spectral regions.
[6, 42] Regarding p-type doping, the fundamental prerequisite for ICT is that the EA of
the p-dopant must equal or exceed the IE of the OSC in question. [42–45]
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Figure 1.4: a) ICT upon integer charge transfer from the HOMO (H) of the OSC to the
LUMO (L) of the p-dopant (DOP) leads to ionized molecules. b) Alternative model as-
suming the hybridization of the frontier molecular orbitals of the OSC and the p-dopant
in a supramolecular ground-state charge transfer complex (CPX); β denotes the resonance
integral. c) Complexes within the OSC matrix: within the OSC matrix, complexes exhibit
low-lying unoccupied states in the OSC gap, which are being occupied according to the
Fermi–Dirac distribution (f (E)); shaded/white boxes denote HOMO/LUMO levels. The
figure has adapted from [3] H. Mendez, G. Heimel, A. Opitz, K. Sauer, P. Barkowski, M.
Oehzelt, J. Soeda, T. Okamoto, J. Takeya, J.-B. Arlin, J.-Y. Balandier, Y. Geerts, N. Koch,
and I. Salz- mann, “Doping of Organic Semiconductors: Impact of Dopant Strength and
Elec- tronic Coupling,” Angewandte Chemie International Edition, vol. 52, no. 30, pp.
7751–7755, Jul. 2013. Copyright 2013 WILEY-VCH Verlag GmbH Co. KGaA, Weinheim

The second fundamental doping mechanism is the formation of ground-state charge
transfer complexes (CPXs) where frontier molecular orbital hybridization between the
HOMO of OSC and LUMO of the dopant occurs instead.(1.4) The amount of charge trans-
fer δ, can be determined by the relative amplitude of the CPX’s HOMO and LUMO on
the parent molecules, and it takes on noninteger values. The CPX maintains an overall
charge neutrality. Within a Huckel-type model, the energy associated with the CPX’s
frontier levels ECPX,H and ECPX,L can be given by

ECPX,H/L =
IE +EA

2
±
√
(IE −EA)2 +4β2 (1.1)

This equation depends on various factors such as IE, EA, and the resonance integral β.
[46] Hybridization can, in principle, occur regardless of whether Ldop is higher or lower in
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energy compared to HOSC or in other words, where the EA of the dopant is either higher
or lower than the IE of the OSC. [3, 47] CPXs show a significant energy gap between a
doubly occupied bonding supramolecular hybrid orbital and an unoccupied antibonding
one. In these CPXs, both charges reside in the bonding orbital, while the antibonding
orbital is shifted well into the OSC gap and assumes the role of the dopant acceptor
site.[46] The process of CPX formation is notable for its ability to operate even when the
ICT mechanism does not occur. Some examples of CPX formation with COMs have been
documented [3, 33, 47–49], along with a few cases involving CPs. [6] It is important to
note that CPXs typically show diagnostic absorption bands, which has been shown for
P3HT films doped with F2-TCNQ in chapter 4.

1.4 Commonp-Dopants (Cyclohexadiene andCyclopropane
Core-Based Dopants)

This section offers a comprehensive literature summary of commonly used p-dopants
derived from cyclohexidiene (CHD) and cyclopropane (CP) cores.

Initial investigations into p-type molecular dopants primarily focused on quinone
molecules [50, 51], which are conjugated molecules derived from aromatic compounds
possessing a cyclic dione structure. Tetracyanoquinodimethane (TCNQ) exemplifies one
such p-type molecular dopant. However, TCNQ’s doping efficiency is limited for most
OSCs due to its relatively low EA, with its LUMO around 4.8 eV [52], compared to the
general HOMO levels of most OSCs.

Kanai et al. investigated the impact of fluorination on the aromatic core structure
of TCNQ and demonstrated that increasing the number of fluorine atoms increases
the electron affinity. [53] Consequently, 2,3,5,6-Tetrafluorotetracyanoquinodimethane
(F4-TCNQ), obtained by replacing the aromatic core’s 2,3,5,6 hydrogens with flu-
orine atoms, exhibited the enhancement in electron affinity [52]; it is one of the
most extensively utilized p-type molecular dopants to date. Furthermore, novel
molecular structures have been proposed to achieve high electron affinities, includ-
ing 1,3,4,5,7,8-hexafluorotetracyanonaphthoquinodimethane (F6TCNNQ)[54], and
1,4,5,8,9,11-Hexaazatriphenylenehexacarbonitrile (HAT −CN )[55], with planar molecu-
lar structures.
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Lately, in a patent filed in 2012,[4] Werner et al. suggested a novel molecular dopants
capable of doping high IE organic semiconductors, with reasonable stability in the air, of
high purity and thermal stability in the semiconductor layer, and which are processable
both from solution and vacuum. The patent claims that the above-mentioned improved
properties are provided by a mesomeric radialene compound with the chemical formula
shown in figure 1.6.

N

N

N

R

R

R

Figure 1.6: Schematic structure of a CP-core based molecular dopant as suggested in Ref.
[4]

The chemical structure depicted in Figure 1.6, is based on a CP-core, and each
R is independently selected from aryl and heteroaryl groups that are partially, or
preferably completely substituted with electron-withdrawing groups. The authors
reported that the doping of typical organic semiconductor matrix materials such
as MeO-TPD (N,N,N’,N’-Tetrakis(4-methoxyphenyl) benzidine), 2-TNATA (4,4’,4”-
Tris(2-naphthyl(phenyl)amino)triphenylamine), or Spiro-TTB (2,2’,7,7’-tetrakis(N,N-
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diphenylamino)-9,9-spirobifluorene) with these dopants leads to excellent charge trans-
port layers, with low absorption, high conductivity, thermal stability, and operational
stability with essentially no alteration of these properties in the long term.

In 2016, Karpov et al., presented a work on a variation of this dopant with six cyano
groups denoted as (CN )6-CP, which, however, showed low stability in the solid state
under exposure to air, and no suitable solvent was found, as (CN )6-CP tends to react
immediately with both protic and aprotic solvents [56]. This dopant has a record high
EA of 5.87 eV and has been shown to dope the hole transport materials TAPC (4,4’-
cyclohexylidenebis[N,N-bis(4-methylphenyl)benzenamine]) (IE = 5.50 eV), TCTA (tris(4-
carbazoyl-9-ylphenyl)amine) (IE = 5.85 eV), and, surprisingly, CBP (4,4-Bis(carbazol-9-
yl)-2,2-biphenyl ) with an ionization energy as high as 6.05 eV. Despite these practical
issues, in 2019, Liu et al. presented a proof-of-principle study of OLEDs based on layers
doped with (CN )6-CP, where the devices were fabricated under ultra-high vacuum con-
ditions (pressure < 10−8mbar) and encapsulated under an inert atmosphere for device
characterization. [57] Although (CN )6-CP has the highest known EA of all molecular p-
dopants to date, its use in commercial applications is therefore highly limited, and more
stable alternatives must be sought.

Later, in 2019, Saska et al. introduced another variant featuring methyl ester substitu-
tions on each R position of the compound depicted in Figure 1.6. This dopant, referred to
as TMCN3−CP, possesses an EA of 5.5 eV. It demonstrated the capability to p-type dope
high IE alternating copolymers such as PDPP-4T, PDPP3T, and PDPP-T-TT-T, resulting in
high conductivities through sequential solution processing of OSC and dopant. [58]

Recently, additional variants emerged such as PD −A [59, 60] (EA= N/A; not yet re-
ported), ECN5−CP (EA= 5.75 eV)[12], and DMCN4−CP (EA= 5.61 eV). [12] The main
advantage of ECN5 − CP and DMCN4 − CP over (CN )6-CP is that it can be processed
from a solution, enabling more control over the film morphology and making it promis-
ing for use in large-area processing. [12] As for PD −A, there is currently no available
literature data on its properties as a p-dopant. In this thesis, we have synthesized a novel
variant known as PFP3CN3−CP with an EA of 5.03 eV, which will be discussed in detail
in Chapter 4.
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Figure 1.7: Chemical structures of CP-based p-dopants discussed in this thesis

1.5 Statement of the Problem

The effective integration of p-type dopants in OSCs is crucial for the advancement of
organic electronic devices. This section outlines the statement of the problem and the
subsequent subsections delve into specific challenges encountered in p-doping, each rep-
resenting critical aspects in the quest for efficient and versatile molecular dopants.

1.5.1 Electron affinity

Achieving doping-related charge transfer relies on the EA of the p-dopant being in close
proximity to or exceeding the IE of the OSC. This poses a significant challenge, especially
for commercially relevant COMs and CPs, particularly those designated as large bandgap
(>2 eV) hole transport materials (HTMs) with IEs exceeding 5 eV. [44, 61] Currently,
most molecular p-dopants demonstrate most efficient performance only in host materials
with comparably low IE. However, their doping efficiency significantly diminishes in host
materials with IEs higher than 5 eV. Consequently, they cannot be reasonably employed
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for the electrical doping of wide energy gap host materials with high IE, such as TCTA
(5.85 eV), CBP (6.05 eV), and mCP (6.10 eV). [62, 63] The quest for suitable p-dopants
remains a challenge, as only a few dopants meet the crucial criterion for such IE ranges.

1.5.2 Doping efficiency (inhibiting the CPX formation)

As we discussed earlier in 1.3, in the molecular doping of COMs and CPs, two com-
peting mechanisms have been identified: ICT, involving integer charge transfer between
the semiconductor and dopant, and CPX formation, where only fractional charge trans-
fer occurs. Unlike ISCs such as Si, which essentially provide one mobile charge carrier
per dopant at room temperature, OSCs exhibit lower doping efficiency. This inefficiency
stems from both the significant energy offset between the p-dopant’s EA and the OSC’s
IE, and the occurrence of CPX formation.

In CPX formation, hybridization of the LUMO of the dopant and the HOMO of the
OSC results in supramolecular hybrid orbitals with fractional charge transfer. This pro-
cess pushes the effective electron acceptor level of the CPX, that is, the empty antibond-
ing supramolecular hybrid orbital, well into the OSC band gap, thus adversely affecting
doping efficiency. [3, 46] Therefore, optimized dopants must control the overlap of fron-
tier orbitals of dopant and OSC, and aim to minimize CPX formation to enhance doping
efficiency. [3, 46, 64]

1.5.3 Diffusibility

The most common dopants are low molecular weight molecules such as fluorinated
TCNQ derivatives. The molecular weight and geometry of these dopants play a crucial
role in their diffusibility within the OSC layers. [65] This diffusibility poses a significant
stability concern, as these molecules can readily diffuse through OSC layers and interdif-
fuse between multilayers in OSC heterostructures, which leads to potential degradation
of device performance. [44, 45, 66, 67]

For instance, F4-TCNQ can diffuse at room temperature through common OSCs like
MeO-TPD, while higher molecular weight alternatives like C60F36 exhibit significantly
lower diffusibility due to their bulkier structure. [68] The optimization of the molecu-
lar weight and geometry of molecular dopants becomes critical to reduce these stability
concerns and ensures the reliable performance of organic electronic devices.

1.5.4 Processibility

Currently, vacuum evaporation is the most common fabrication technique employed in
the organic electronic device industry. [69] However, it presents challenges, particularly
when dealing with small dopants, which may sublime at room temperature. This neces-
sitates sample cooling and can potentially lead to contamination of vacuum equipment.
Additionally, the sublimation of small molecular dopants at room temperature can lead
to their diffusion through OSC layers (see above), and depleting the OSC layer under vac-
uum conditions. Higher molecular weight dopants not only enhance device performance
but also address practical processing concerns.
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An alternative approach involves the development of solution-processable semicon-
ductors and dopants, offering a more cost-effective means of fabricating large-area, flexi-
ble electronic devices. [70] Dopants compatible with solution processing, allowing meth-
ods such as coating, screen printing, and inkjet printing with OSCs, have become of
paramount interest. [58] However, the poor solubility of manymolecular dopants in com-
mon organic solvents poses a significant challenge, hindering the mass production of or-
ganic electronic circuitry from solution. [35, 71] The processing of doped polymers to fab-
ricate thin films can entail practical difficulties such as the precipitation of OSC/dopant
agglomerates, where charge transfer in solution leads to the formation of complexes of
poor solubility (as compared to the individual components). [72, 73]

Recent research has demonstrated innovative strategies to enhance the solubility of
molecular dopants. For instance, replacing the CF3 group with CO2Me in the other-
wise insoluble dopant Mo(tfd)3 resulted in increased solubility, facilitating the doping
of P3HT from a solution. [74] In another notable study, Li et al. achieved remarkable
solubility by substituting the cyano-group in F4-TCNQ with an ester group. [75] Fur-
thermore, Rainbolt et al. contributed to advancing F4-TCNQ solubility by replacing one
fluorine atom with a bulky alkyl group, leading to a significant increase in solubility. [76]
These findings highlight the potential for tailored molecular modifications to overcome
solubility challenges in the solution processing of doped polymers, paving the way for
more efficient fabrication of electronic devices.

1.6 Thesis Objectives/ Research Goal

In this thesis, the overarching goal is to pioneer the development of an ”ideal molecu-
lar p-dopant” designed for OSCs. This ideal dopant is envisioned to possess high EA,
demonstrate superior doping efficiency, exhibit low diffusibility in the solid state, and
showcase enhanced solution processability in common solvents with OSCs. We hypoth-
esize that molecular dopants based on the CP core are, in principle, highly promising
to overcome the issues. To achieve these ambitious objectives, we adopted a knowledge-
based chemical design approach for novel doping agents. Employing Density Functional
Theory (DFT) calculations on a diverse library of potential candidates, we aimed to el-
evate the dopant’s EA through the introduction of electron-withdrawing substituents.
Simultaneously, our strategy involved suppressing CPX formation via steric hindrance,
reducing dopant diffusibility by increasing bulkiness, and improving solubility without
compromising EA through the incorporation of solubilizing groups.

The DFT methodology employed for this research is a systematic pre-characterization
tool that allowed us to identify compounds with high EA and optimize their geometry,
providing insights into their three-dimensional structure. The details have been dis-
cussed in chapter 3. The most promising candidate, considering electronic and real-
space structure, synthetic feasibility, and cost-effectiveness of starting materials, under-
went then chemical synthesis. The synthesized dopant (PFP3CN3−CP) was then rigor-
ously tested by doping benchmark materials, including P3HT and the shorter thiophene
oligomer (H10T). Doping efficiency was assessed in comparison to the well-characterized
FxTCNQ p-type dopant series (F2-TCNQ and F4-TCNQ). Structural, electronic, and
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electrical characterizations of p-doped films provided valuable insights into their behav-
ior and application potential. The more details can be found in chapter 4.

The results obtained not only contributed to the current understanding of p-doping
in organic semiconductors but also provided guidance for future modifications to the
molecular structure. Our ultimate objective is to develop, synthesize, and characterize
improved p-dopants for OSCs, addressing challenges related to high EA, enhanced dop-
ing efficiency, low diffusibility, and superior solution processability. This research set
the stage for advancements in organic electronics by overcoming existing limitations in
p-doping strategies.

1.7 Thesis Organization

Chapter 1 of this thesis is an introduction to organic semiconductors, their compari-
son with inorganic semiconductors, and p-doping mechanisms. This introductory chap-
ter also provides a literature review on various types of p-dopants (cyclohexadiene and
cyclopropane-based dopants) and their behavior as dopants in organic semiconductors.
This chapter aims to deliver background information complementary to the introduction
sections found in the subsequent chapters of the thesis.

Chapter 2 describes the experimental methods that have been used in studies featured
in this thesis and provides basic principles behind each technique. Detailed information
is provided within the next chapters.

Chapter 3 provides a design strategy based on DFT calculations for potential p-
dopants on both cyclopropane and cyclohexadiene cores. This work with the title of
Design Strategies for Optimized Molecular p-Dopants: Decoupling Electronic and Geometric
Effects, is submitted in Physical Review Materials.

Chapter 4 presents a novel p-dopant (PFP3CN3 − CP) with a sterically hindered
core and emphasizes the structure design of this dopant in inhibiting the CPX forma-
tion. This work with the title of Sterically-Hindered Molecular p-Dopants Promote Integer
Charge Transfer in Organic Semiconductors, is published in Angewandte Chemie Interna-
tional Edition.

Chapter 5 is a follow-up on the previous chapter, regarding the ability of the
PFP3CN3 − CP to participate in radical-radical dimerization. The manuscript is in
preparation.

Chapter 6 presents concluding remarks encompassing the research presented in the
previous sections, and finally, Chapter ?? provides an appendix.
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Chapter 2

Experimental Methods

While the studies featured in this thesis provide detailed experimental procedures in sec-
tions 3.2, 4.2, and 5.2, the objective of this chapter is to familiarize the reader with the
fundamental principles underlying the employed techniques. Additionally, it addresses
the resolutions applied to technical challenges experienced during the experiments con-
ducted for this thesis and offers details into the processing of experimental data.

Primarily, discussions delve into Optical Absorption across the Ultraviolet (UV),
Visible Light, and Near-Infrared (NIR) regions (UV-vis/NIR; section 2.1), and Fourier-
Transform Infrared Spectroscopy (FTIR; section 2.2), which play important roles in
identifying dopant mechanisms within a given sample.

Following this, Cyclic Voltammetry (CV; section 2.3) and Grazing-Incidence X-ray
Diffraction (GIXRD; section 2.6) are examined as techniques for explaining the energetic
influences and structural consequences, respectively, of observed doping behavior.

Lastly, to underscore the practical relevance of these techniques, determinations of
thin-film conductivities are elaborated upon in section 2.4, alongside a discussion of
Atomic Force Microscopy (AFM; section 2.5), which was utilized to determine sample
dimensions (film thickness) that is crucial for conductivity calculations.

2.1 Optical Absorption Spectroscopy (UV-vis/NIR)

To assess optical absorption features and gain insight into doping phenomena for this
thesis, UV-vis/NIR spectroscopy was conducted.

The instrument Cary 5000, produced by Agilent Technologies, with range of 0.38-7.1
eV (3300–180 nm) has employed here for assessment of optical absorption features in
this thesis, in near-infrared (NIR; 0.41–1.6 eV, 3000–800 nm), visible light (vis; 1.6–3.1
eV, 800–400 nm), and ultraviolet (UV; near- to far-UV: 3.1–10 eV. 400–230 nm).

2.1.1 Setup fundamentals

In our spectrometer setups, absorbance is measured as a proxy to the investigated absorp-
tion. If I0 is the incident light intensity at the frequency of interest and It is the intensity
of transmitted light, the dependence of It/ I0 on the molar concentration of solute (c )
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and the length of the sample cell (l), and molar extinction coefficient (ε) is described by
Beer-Lambert’s law:

A = log
(
I0
It

)
= ε · c · l (2.1)

The molar extinction coefficient ε is a measure of the strength of the transition and is
characteristic of the chromophore and wavelength.

The typical ultraviolet-visible spectrophotometer consists of a light source, a
monochromator, and a detector. This light source can be a deuterium lamp for the
UV region and a tungsten or halogen lamp for the visible and near-infrared regions.

All measurements were done in double-beam mode. The emitted light is split into
two beams – the sample beam and the reference beam. This split is usually achieved
using a beamsplitter, which can be a prism or a diffraction grating. The rotating three-
section chopper periodically directs the incident light alternately toward the sample and
the reference. The three sections include a mirrored section (for the sample), a cut-out
section (for the reference), and a matte black section (blocks it to provide time to move
to the next wavelength step in a scan). The sample beam passes through the sample
cell, where it interacts with the sample. Meanwhile, the reference beam travels through
a reference cell containing a substance transparent across the measured spectral range.
This cell provides a baseline for comparison. Both the sample and reference beams are
then directed towards a detector system.

Figure 2.1: A typical double-beam configuration of optical absorbance; the simplified
figure is missing filters, additional monochromator gratings, and variable slits.
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2.1.2 Inert atmosphere sample holder and cuvvett

Hannes Hase, in collaboration with William Chicoine from the Science Technical Center,
designed a sample holder (refer to Figure 2.2). The holder is crafted from an aluminum
base plate with long edges shaped into rails that seamlessly fit into the spectrometer’s
designated slot for standard glass-slide sample holders. The holder features an inset
quartz glass window, sealed with epoxy at its contact points with the plate. A 1.0 cm
× 1.0 cm × 0.5 mm sample can be positioned on the window opening and secured by
a 3D-printed plastic brace. The brace’s inner bevels only touch the substrate’s edges,
minimizing the risk of contamination from or of the deposited film. This configuration
was utilized for experiments conducted under ambient conditions.

To secure the sample, flexible metal strips clamp it onto a holder perpendicularly
attached to the base plate. The base plate incorporates a trench for a KF-25 o-ring, and the
sample is oriented perpendicular to the base plate. The top compartment accommodates
both windows, with thinner rails designed to fit the spectrometer slots. Additionally, each
rail accommodates a bent metal strip acting as a spring to ensure the holder sits flush with
the slot. This modification aims to minimize measurement discrepancies resulting from
varied path lengths through the windows and the sample due to varying angles with
respect to the beam.

A rectangular aluminum plate serves as a spacer, lifting the holder into the beam path.
While the holder’s height is adjustable through bolts in the spectrometer, the range of this
adjustment is limited.

Figure 2.2: A spectroscopy sample holder for measurements in an inert atmosphere is
used in this thesis. The figure adapted from: Hase, H. (2023). Integer and fractional
charge transfer in the doping of poly- and oligothiophenes (Unpublished doctoral disser-
tation). Concordia University. (Figure 3.2, p. 24).

2.1.3 Sample spectra acquisition and treatment

During each measurement session, a baseline spectrum was recorded to eliminate fea-
tures associated with the setup and substrate from the sample spectra. This baseline
spectrum utilized the same setup as the sample measurement. The acquisition software
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employed an automatic process to subtract the pre-recorded baseline absorbance while
recording the sample spectrum.

UV-vis/NIR spectrometers are typically equipped with separate lamps, diffraction
gratings, and detectors catering to different spectral ranges. The Cary 5000, for instance,
integrates two sets of gratings along with a photomultiplier tube (PMT) and a PbS pho-
tocell serving as detectors for the UV-vis and NIR regions, respectively. Despite being
automated within a single instrument, this configuration represents a substantial mod-
ification to the setup. The transition from the NIR to the vis range is considered an
interruption in an otherwise nearly continuous scan. This interruption can manifest in
the spectrum, with changes in both detectors and gratings leading to sudden increases or
decreases in absorbance after passing their changeover wavelengths during the scan. To
maintain clarity in the spectrum, it is advisable to mitigate the impact of these transitions
by setting both changeovers to the same wavelength.

Moreover, another notable transition occurs when the instrument shifts from utilizing
its quartz halogen lamp to the deuterium lamp, which is necessary for accessing the low-
est wavelengths detectable by the Cary 5000. However, the specific focus of the studies
conducted here did not necessitate investigations beyond 5.4 eV (< 230 nm), and higher
energy levels were intentionally avoided to keep the samples safe from radiation damage
in the ultraviolet range. To concentrate exclusively on relevant absorption features all
spectra in this study are cut above 4.5 eV (< 275 nm).

2.2 Fourier-Transform Infrared Spectroscopy

In addition to UV-vis/NIR, Fourier-transform infrared spectroscopy (FTIR) in the mid-
infrared range (MIR; 0.025–0.41 eV, 50000–3000nm, 200–3300 cm−1) has employed in
this thesis.

For resolving low-energy doping-related electronic transition features, particularly
around 4000 cm−1 (0.50 eV), FTIR and UV-vis/NIR spectra have merged. The MIR spec-
trum reveals vibrational fingerprint bands, such as the C≡N and ring C=C stretching
modes of F2-TCNQ and PFP3CN3−CP around 2200 and 1500 cm−1, respectively. These
bands aid in assessing charge transfer degrees, indicating integer charge transfer (ICT)
or ground-state charge-transfer complex (CPX) formation, complementing UV-vis/NIR
data.

The Thermo Scientific Nicolet 6700 FT-IR Spectrometer used in this study is equipped
with an EverGlo glowbar infrared (IR) source, a KBr beam splitter, and an MCT-A liq-
uid nitrogen-cooled HgCdTe detector, enabling optimal operation in the 650–4000 cm−1

(0.081–0.50 eV) range in transmission mode. To minimize CO2 and H2O peaks, the in-
strument undergoes periodic purging every 5 min. Sealable sample holders with KBr-
crystal windows, designed for transparency in the MIR, allow measurements in an inert
atmosphere as detailed in section 2.1.2.
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2.2.1 Setup and fundamentals

The FT-IR employs an interferometer to process the energy directed towards the sample,
its workings are here exemplified by the Michelson interferometer (Figure 2.3).

Within the interferometer, the source energy undergoes several steps. It passes
through a beam splitter and a mirror positioned at a 45◦ angle to the incoming radiation,
allowing the radiation to pass through while dividing it into two perpendicular beams.
One beam (beam reflected), oriented at 90◦ as shown in Figure 2.3, travels to a stationary
or ”fixed” mirror before returning to the beam splitter.

Simultaneously, the undeflected beam (beam transmitted) travels to a moving mirror
and then returns to the beam splitter. The moving-mirror displacement ξd, here, is de-
fined with ξd = 0 being the position where the moving mirror has the same distance to the
beam splitter as the fixed one. The motion of this moving mirror introduces variations in
the pathlength traversed by the second beam.

Figure 2.3: The standard configuration for a Fourier-transform infrared spectrometer in
transmission mode utilizing a Michelson interferometer. The figure missing details such
as filters, aperture control, and mirrors.

The beam parts reflected at the mirrors reunite again at the beam splitter. Here, they
are both transmitted and reflected again, thus forming a unified beam path back to the
source and, perpendicular to the fixed mirror, another path directed toward the detector.
The allocation between the portion directed toward the detector and that directed back
to the source relies on the phase differences after the second beam-splitter passes.

When ξd = 0, the phase shifts at the beam splitter, with 90◦ for reflection and zero for
transmission, combine to result in fully constructive interference for the beam directed
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towards the detector. Simultaneously, the beam directed towards the source is effectively
extinguished through destructive interference.

As the moving mirror deviates by ξd from this position, a path difference ξ = 2ξd
introduces another phase shift. For a given wavelength λ, increasing |ξ | to λ/2 adds a
180◦ shift, reversing the situation where all beam power is redirected at the source and
none at the detector. Displacing the moving mirror to |ξ | = λ then redirects the beam
power, for a specific λ, back to the detector.

Recording the intensity Iξ for continuous ξ generates an interferogram. For a
monochromatic source, this takes the form of a cosine with a wavelength of λ/2 and an
offset Iconst aligning the otherwise negative cosine minima to I = 0. In IR spectroscopy,
the reciprocal of the period is commonly used, known as the wavenumber ν, typically
provided in cm−1 because the reciprocal of the maximal ξ in cm yields the spectral
resolution in cm−1. [77] With Iν as the intensity for the given ν, affected by mirror and
beam-splitter efficiencies, sample absorbance (if applicable), and detector sensitivity, Iξ
becomes:

Iξ(ξ) = Iconst + Iν(ν)cos(2πνξ) (2.2)

Mathematically, Iν represents the Fourier transformation (FT) of I ′ξ = Iξ − Iconst. For
a non-monochromatic, continuous source, the interferogram becomes more intricate, as
each wavenumber obeys the equation above. Hence, I ′ξ needs to be integrated over all
wavenumber:

I ′ξ(ξ) =
∫ ∞
−∞

Iν(ν)cos(2πνξ)dν (2.3)

This forms a cosine FT pair with:

Iν(ν) =
∫ ∞
−∞

I ′ξ(ξ)cos(2πνξ)dξ (2.4)

This can be rewritten due to I ′ξ(ξ) being an even function [77], providing intensities
for only the physically sensible, positive wavenumber values:

Iν(ν) = 2
∫ ∞
0

I ′ξ(ξ)cos(2πνξ)dξ (2.5)

The experimental constraints of an infinitely long beam path difference ξ and in-
finitesimally small sampling dξ are limiting factors for resolution and range, respectively.

2.2.2 Data acquisition and treatment

The process of removing non-sample elements from the sample absorbance spectrum re-
quires subtracting a background spectrum obtained with a blank substrate in the sample
holder, as discussed for UV-vis/NIR in section 2.1.3. Nevertheless, FTIR spectra, lacking
a reference beam, are more susceptible to artifacts stemming from source energy fluctua-
tions, stray radiation, beam intensity variations, and electronic noise. It is recommended
to record background spectra before and after to assess fluctuations. Still, it is essential
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to acknowledge that these spectra do not precisely mirror the conditions during sample
measurement. The spectroscopist holds the responsibility for determining the validity
of background subtraction, underscoring the importance of continuous data evaluation
during acquisition.

In the thesis, this is particularly relevant for doping-related electronic transitions
around 4000 cm−1 (0.50 eV), the lowest-energy polaron transitions (‘P1’ in figure 4.3).
The low-energy flank of these transitions may extend deeply into the MIR range. To dis-
tinguish peaks rather than flanks, a cautious approach was employed: FTIR spectra were
methodically converted from wavenumber to an energy scale in eV and correlated with
UV-vis/NIR spectra to capture the complete feature shape.

This process necessitates caution due to fundamental differences between FTIR and
UV-vis/NIR experiments, encompassing variations in substrates, sample film thickness,
and distinct instrument setups. Beyond the alignment achieved through a linear shift
along the ordinate, similar to the procedure between UV-vis and NIR spectra, scaling of
the FTIR spectrum is essential to ensure the seamless continuity of merged curves. It is
crucial to emphasize that this method is suitable for qualitative analysis only, as certain
fluctuations unaccounted for in FTIR may introduce a skewed baseline unnoticed in the
curve-merging process.

Although a skewed baseline poses fewer challenges when examining the spectrum
closely, for the detailed analysis of smaller peaks, including those associated with the
C≡N and ring C=C stretching modes, it becomes essential to eliminate broader back-
ground features. This process involves subtracting a linear or low-order polynomial func-
tion fitted through points assumed to represent only the background. The outcome is a
nearly flat baseline that facilitates the fitting of narrower peaks and the extraction of their
parameters.

2.3 Cyclic Voltammetry (CV)

One commonly used approach for assessing the redox potential (Vredox), as well as the ion-
ization energy IE and electron affinity EA of host and dopant materials in OSC research,
is employing cyclic voltammetry (CV). This method serves as a cost-effective alternative
to (inverse) photoelectron spectroscopy.

In our experimental setup, a CH Instruments CHI604d potentiostat was utilized along
with a Pt-wire counter electrode, an Ag-wire pseudo-reference electrode, and a 0.1M so-
lution of tetrabutylammonium hexafluorophosphate in acetonitrile for TCNQ derivatives
and P3HT, and dichloromethane for PFP3CN3−CP. For TCNQ derivatives, a glassy car-
bon working electrode and a scan rate of 0.05V/s were employed. In the case of P3HT,
the compound was spin-coated onto an indium-tin-oxide (ITO)-coated glass slide, with a
scan rate of 0.02V/s.

All measurements were conducted under N2 atmosphere within a glovebox, and the
potentials were referenced against the ferrocene/ferrocenium (Fc/Fc+) redox couple,
serving as an internal standard.
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2.3.1 Setup fundamentals

The standard setup for cyclic voltammetry (CV) involves an electrochemical cell contain-
ing a solution of the analyte and a supporting electrolyte, with a working electrode (WE),
reference electrode (RE), and a counter electrode (CE) immersed within. It is important
to purge the cell with an inert gas (e.g., Ar) to prevent unintended chemical reactions.
[78, 79] Here, all measurements were done in a N2 glovebox.

A pseudo-reference is often made of simple Ag or Pt wires in the same electrolyte
solution, to provide a reference potential. [79] In all measurements, a Fc/Fc+ is internally
added to the solution right after the sample measurement, to provide a reproducible
reference potential to align the data.

The experiment records the current (y-axis) as a function of the applied potential (x-
axis) during the cyclic scan of the potential, which is known as a voltammogram. The
shape and features of the voltammogram reveal details about redox reactions, including
the potential at which oxidation or reduction occurs and the kinetics of these processes.
The cyclic nature of the voltammetry scan, which involves sweeping the potential lin-
early and alternately between two preset values, results in characteristic patterns on the
voltammogram. The measurement process revolves around the application of a potential
difference Vappl, between working and counter electrodes. (2.4)

The potential difference induces a charge transfer between the working electrode and
the molecular orbitals (highest occupied molecular orbital in the ground state (HOMO)
and the lowest unoccupied molecular orbital in the ground state (LUMO)) of the analyte.
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Figure 2.4: Schematic of a typical three electrode electrochemical set-up. Current flows
between CE and WE whilst E is controlled between WE and RE. The figure has been
edited and adapted from: Colburn, A. W., Levey, K. J., O’Hare, D., Macpherson, J. V.
(2021). Lifting the lid on the potentiostat: a beginner’s guide to understanding elec-
trochemical circuitry and practical operation. Phys. Chem. Chem. Phys., 23, 8100.
https://doi.org/10.1039/D1CP00661D. [Creative Commons Attribution 3.0 Unported
License]

As a result, a change in current (I ) occurs and is then recorded as a function of the po-
tential V detected independently by the reference electrode. The change in I serves as an
indicator of the redox potential (Vredox), which can subsequently be translated into ion-
ization energy (IE) or electron affinity (EA) values. Higher applied potential (V ) initiates
an anodic scan, offering valuable insights into oxidizing reactions and the exploration of
occupied states. Conversely, a cathodic scan, accomplished in lower V , allows the obser-
vation of reducing reactions, providing a means to investigate unoccupied states.

2.3.2 Data acquisition and treatment

In case of TCNQ derivatives, and PFP3CN3−CP, we have calculated the Vredox, so-called
half-wave potential as: V1/2 = (Vp,a +Vp,c)/2. [78, 79] While, in the case of the P3HT film,
due to the close overlap of peaks, the Vredox is estimated from the onset of the oxidation
features in line with previous Vredox determination for P3HT in literature. [80]

To this point, all Vredox values would be derived with respect to the pseudo-reference
potential which offers insufficient reproducibility between experiments. [78, 79] There-
fore, in our measurements we have added Fc as a choice of internal standard to the so-
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lution after measurement of the analyte—without any changes to the setup—and the V
scale was subsequently zeroed on V1/2 ≈ Vredox of the Fc/Fc+ redox couple. [81] The re-
dox potentials, originally measured in Volts (V), were transformed into energy units (eV)
through multiplication by the elementary charge e and referenced to the vacuum energy,
to obtain IE (ionization energy) and EA (electron affinity). For clarity, these values are
presented as positive, aligning higher EA with increased dopant strength.

The −5.1 eV has used here, as Vredox of Fc/Fc+ versus vacuum energy. [82] An error
margin of ±0.1 eV [82] was assumed for all values.

Consequently, the conversion follows:

IE orEA = 5.1eV+ eVredox (2.6)

2.4 Electrical Characterization (thin-film conductivity)

The conductivity of the doped films has been measured, to assess the application-related
effectiveness of doping. Sample films were spin-coated onto glass slides featuring a pat-
terned ITO layer functioning as electrodes. The film is then deposited atop, while the
electrodes are structured to allow probing of the segment of the film situated between
them. For measuring the current-voltage (I-V ) curves, a Keithley 2400 source-measure
unit, with an Ossila OFET test board, was utilized to establish contact with the ITO sub-
strates patterned by Ossila. Voltage sweeps ranging from −1 to 1 to −1 V, were applied,
covering a total of 101 voltage steps with a 0.06 s settling time on the Keithley 2400.
All measurements were performed inside a glovebox under a nitrogen (N2) atmosphere.
The dimensions of the probed film were determined using both optical and atomic force
microscopy, as detailed in Section 2.5.

2.4.1 Setup fundamentals

The electrical conductivity γ , considered from a charge-carrier standpoint, is defined by
the elementary charge e, the density of charge carriers n, and their mobility µ as described
in [1].

γ = enµ (2.7)

The conductivity can also be determined from the resistance R of a well-defined di-
mension sample, namely the cross-sectionA and the channel length L between electrodes,
which charge carriers need to pass. In an electrode configuration, A is defined by the
channel width w and the film thickness t. Therefore, the conductivity can be calculated
as:

γ =
L
RA

=
L

Rwt
(2.8)
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Figure 2.5: Visualization sample dimensions in thin-film conductivity measurements.
These dimensions include the film thickness t, channel length L, and channel width w.
(a) Offers a side view into the channel between electrodes. (b) Provides a top view onto
the substrate, with connections to the source-measure unit illustrated (no thin film de-
picted for clarity). At the interdigitated regions of the three fingers of each electrode,
five electrically parallel channels are formed, with their widths summing up to w. The
figure has been adapted from: Hase, H. (2023). Integer and fractional charge transfer in
the doping of poly- and oligothiophenes (Unpublished doctoral dissertation). Concordia
University. (Figure 3.9, p. 40)

2.4.2 Data acquisition and treatment

A symmetrical voltage (V ) sweep around V = 0 is conducted, and resistance (R) is derived
from the slope of a linear fit. This indicates whether V (I ) exhibits a linear trend and thus
adheres to Ohm’s law (V = RI ) in the first place.

To be noted that, determining the R using Ohm’s law by measuring a single data point
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of V and current (I ), is not helpful in whether the applied voltage (V ) falls within the
ohmic regime.

Typically, 4-point probe setups are utilized, where V is sensed with a sepa-
rate pair of electrodes, as the current-providing electrodes might encounter con-
tact resistance Rcontact, an unknown factor contributing to the measured resistance
Rmeasured = R+Rcontact.

However, establishing proper contacts can be challenging, especially with soft mate-
rials like P3HT. Therefore, a different approach is adopted with the patterned-ITO sub-
strates offered by Ossila (Figure 2.5). These substrates feature multiple electrode pairs
with varying L values on a single substrate, allowing for the resolution of γ with minimal
influence from Rcontact.

Applying equation 2.8 to Rmeasured yields:

Rmeasured = (γwt)−1L+Rcontact =mR(L)L+Rcontact (2.9)

where mR(L) represents the slope obtainable through linear regression of the
Rmeasured(L) data points. Subsequently, conductivity can be determined as:

γ = (mR(L)wt)
−1 (2.10)

The uncertainty ∆γ is then propagated via:

∆γ =
1
wt

√
∆m2

R(L) +m2
R(L)

(
∆w2

w2 +
∆t2

t2

)
(2.11)

where ∆mR(L), ∆w, and ∆t represent the uncertainties of mR(L), w, and t, respectively.

2.5 Atomic Force Microscopy (AFM)

AFM data presented in this thesis (relating to chapter 4, in the appendix) were either pro-
vided by Hannes Hase, to determine the relevant dimensions for thin-film conductivity
calculations(2.4), or by Shubham Bhagat for the morphology study of P3HT doped films
with F2-TCNQ and PFP3CN3CP.

The samples examined in this thesis have film thicknesses t ranging from 1 to 100nm.
These thicknesses can be effectively characterized using tapping-mode atomic force mi-
croscopy (AFM)[83], as implemented in this study. The film thickness P3HT doped films
with F2-TCNQ and PFP3CN3−CP were determined by atomic force microscopy (AFM)
on a Bruker Dimension Icon (under ambient conditions) with a silicon nitride tip (App-
Nano ACTA, 125 µm × 30 µm × 4.0 µm cantilever, < 10 nm tip radius, 14-16 µm 7 tip
height, 200-400 kHz, 13-77 N/m) in its proprietary PeakForce Tapping Mode. Channel
dimensions (L and W ) were determined using the optical microscope as part of the same
AFM.

Morphology study of the P3HT doped films with F2-TCNQ and PFP3CN3−CP stud-
ied with AFM was performed on a Bruker Multimode 8HR (under ambient conditions)
with a silicon nitride tip (AppNano ACTA-50, 125 µm × 30 µm × 4.0 µm cantilever, < 10
nm tip radius, 14-16 µm tip height, 200-400 kHz, 13-77 N/m) in Tapping Mode.
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2.5.1 Setup fundamentals

Atomic force microscopy (AFM) is a versatile technique widely employed for analyzing
surface structures without the need for chemical etching or scratching. Unlike electron
microscopy methods, AFM does not use a destructive electron beam, allowing for the
investigation of diverse mechanical attributes. In this high-resolution scanning probe
microscopy, a cantilever with a sharp tip scans the sample surface (Figure 2.6). The
cantilever deflection causes by tip-surface interaction which is dominated by attraction
through the van der Waals force. The deflections are measured and subsequently em-
ployed in determining the sample height at the raster point.

Deflection measurement in atomic force microscopy commonly involves reflecting a
laser beam off the cantilever’s back and tracking the movement on a quadrant photodi-
ode. The reflected light collected by the photodiodes generates an output signal, while
piezoelectric elements moving the probe, controlling its height over the sample.

Figure 2.6: Schematic depiction of an atomic forcemicroscopy (AFM). The figure has been
edited and adapted from: Walker, Jack; Jamal, Umer; Mohammadpour, Mahdi; Theo-
dossiades, Stephanos; Bewsher, Stephen R.; Offner, Guenter; Bansal, Hemant; Leighton,
Michael; Braunstingl, Michael; Flesch, Heinz-Georg. (2021). ”Asperity level characteri-
zation of abrasive wear using atomic force microscopy.” Proceedings of the Royal Society
A, 477(2021), 20210103. DOI: http://doi.org/10.1098/rspa.2021.0103

The mode used in the discussed thesis is Bruker’s PeakForce QNM, an evolution of
tapping mode, emphasizing peak-force analysis to enhance control and reduce energy
dissipation into the sample, which is crucial for preserving the integrity of soft samples
like polymers.
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2.5.2 Data acquisition and treatment

To measure the polymer-film thickness, light trenches were gently created within it using
soft, flexible syringe needles. AFM scans were performed on 1µm × 20µm areas with
the long axis perpendicular to the trench edge and within the channel of the central and
the two outermost electrode pairs (cf. substrate in figure 2.5) in order to account for film
non-uniformity, which usually leads to a standard deviation in the range of 10%–40%.

The data underwent processing and analysis using Gwyddion (licensed under the
GNU General Public License (GPL) v2.0; accessible at http://gwyddion.net/). The im-
ages were semi-automatically flattened by manually fine-tuning the parameters of the
to-be-subtracted 2-dimensional polynomial. This process involved comparing the flat-
ness of both the trench bottom and the pristine film, under omission of debris at the
trench edge, which is easily identifiable by its location and at least one order of magni-
tude higher thickness.

The film thickness t was then derived from a profile cut through the image and aver-
aged over the values obtained from the three electrode pairs. Image capture was stopped
as soon as a satisfactory image, devoid of imaging artifacts and with a sufficiently large
area for profiling, was obtained.

2.6 Grazing-Incidence X-Ray Diffraction

For the characterization of crystalline structures in thin films, and also for studying the
dopant intercalation in OSC (as highlighted in chapter 4), grazing-incidence x-ray diffrac-
tion (GIXRD) technique is employed in this thesis.

The dataset (presented in figure B.17) was recorded at the Canadian Light Source
Saskatoon, SK, Canada on beamline BXDS-IVU. The primary beam with λ = 0.92 Å
(14 keV) was employed at α = 0.15◦ (close to the critical angle of total reflection) and
exhibited beam dimensions of 100µm vertical, 2mm horizontal. Data acquisition was
done using a stationary Rayonix MX300 detector and without sample rotation.

2.6.1 Setup and fundamentals

Although x-rays fall under the category of ionizing radiation, their interaction with mat-
ter, as utilized in x-ray diffraction, involves Thomson (elastic) scattering. This means that
the photon energy remains conserved and is not transferred to the electron acting as the
scatterer. Instead, the incident and outgoing wavevectors, denoted as ki and ko respec-
tively, only experience a momentum transfer defined by the scattering vector q = ko −ki,
where |ki| = |ko| = 2π/λ. [84]

When an incident plane wave scatters at a point-charge scattering center, it gener-
ates a spherical wave around the center. In the presence of multiple scattering centers,
the differences in path lengths for each center result in phase shifts between the outgo-
ing spherical waves. These phase shifts lead to the formation of patterns characterized by
constructive and destructive interference. When the path difference is an integermmulti-
ple of the wavelength λ constructive interference occurs for scattering centers organized
in a regular lattice, such as the electron clouds of atoms in a crystal. [84]
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Figure 2.7: Visualization of the Bragg equation; depicted are the incoming and outgoing
wavevectors ki and ko respectively, their angle θ with the lattice plane, the lattice plane
distance d, the lattice normal nlat, and the scattering vector q.

Considering a lattice plane with an angle θ towards ki and its plane normal nlat par-
allel to q (refer to figure 2.7), the condition for constructive interference is described by
the Bragg equation:

2d sinθ =mλ (2.12)

Here, the lattice plane distance d is experimentally accessible and is connected to
θ. It is a parameter to be scanned for intensity maxima of the outgoing beam, referred
to as Bragg reflections or Bragg peaks. In a broader context, the lattice plane distance d
can be related to the scattering-vector length q = |q| through geometric considerations of
sinθ =m q/2

|ki|
and the wavevector length |ki| = 2π/λ:

d =m
2π
q

(2.13)

This equation becomes pertinent in setups where θ is not directly measured, and data,
based on more complex geometry, are often presented in reciprocal space, representing a
function of q (vide infra).

The overall lattice structure, defined by vectors a1, a2, a3 within its unit cell, a lattice
plane labeled as ‘(hkl)’ can be set up using three points: a1/h, a2/k, and a3/l. These points
feature Miller indices denoted as h, k, and l. In the context of this thesis, an exploration
is undertaken on the changes in the spacing of the (100), (200), (300), and (020) planes in
crystalline P3HT, as defined by Kayunkid et al. [85] (refer to section B.8)
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It is essential to acknowledge that equation 2.12 or 2.13 exclusively addresses the θ
or q position, respectively, of the Bragg reflections. Nevertheless, the actual intensity of a
specific Bragg peak is influenced by factors such as the number of electrons in the atoms
serving as scattering centers and the configuration of the electron distribution, contribut-
ing to the atomic form factor. [84, 86] Additionally, the intensity is further determined by
the structure factor, which takes into account the arrangement of atoms within the unit
cell. [84, 86]

In specular x-ray diffraction, equation 2.12 is directly employed by aligning the lattice
planes of interest to enable the scanning of θ. This alignment is typically accomplished
in a configuration known as a θ/2θ setup. In this setup, the sample undergoes rotation
by θ around an axis perpendicular to nlat for the set of parallel lattice planes under in-
vestigation. This rotation controls their angle with ki while the detector simultaneously
moves by 2θ around the same axis, forming an angle of θ between the planes and ko. [84]

In the context of the thesis, since P3HT thin films have a low degree of crystallinity,
the geometry of θ/2θ would allow the beam to pass through an insufficient amount of
sample material, specifically, too small or too few crystalline phases. To overcome this
challenge, in GIXRD, a small incidence angle α between ki and the film plane, near the
angle of total reflection, is selected. This configuration ensures that the beam travels the
film over an extended distance. For instance, at α = 0.15◦, the beam could penetrate
through a 0.5µm film for a distance of up to 190µm before reaching the substrate.

The θ/2θ geometry necessitates measurements only for the sets of parallel lattice
planes with nlat in the θ/2θ-plane at a time. Conversely, the fixed α in GIXRD means
that θ remains constant for all lattice planes parallel to the film plane, making it imprac-
tical to probe these planes in this configuration. This characteristic positions GIXRD as a
technique complementary to specular x-ray diffraction.

To comprehensively cover diffraction from all accessible lattice planes and minimize
sample exposure, 2-dimensional array detectors are employed to capture the Bragg reflec-
tions. The acquired angular data is then transformed into reciprocal space, generating a
reciprocal space map. [86] It is important to note that azimuthal rotation of the sample
is still necessary (vide infra). Considering the instrument geometry, the array pixels are
mapped to the coordinates of q, specifically its components in parallel and perpendicular

to nfilm, denoted as qz and qxy , respectively. Utilizing these coordinates, q = |q| =
√
q2z + q2xy

can be inserted into equation 2.13 to compute d. [87]
The GIXRD configuration also imposes a limitation on sample rotation, which is con-

fined to the film-plane normal nfilm. Consequently, θ changes only for lattice planes
where nlat has a non-zero component perpendicular to nfilm. This rotation is frequently
omitted to decrease sample exposure and experiment time, especially when the crys-
talline domains of a sample exhibit a preferred orientation towards the film plane but are
randomly rotated around nfilm—a characteristic known as fiber texture. [84] This situation
applies to the P3HT samples investigated in [5].
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2.6.2 Data Treatment

The analysis of reciprocal space maps was primarily conducted using the GIDVis soft-
ware. [87] This tool, equippedwith beamline specifications and geometry obtained in-situ
from a reference scan using a NIST standard of LaB6 [88], can perform various functions,
including the conversion of detector pixel data into qz and qxy coordinates.

To minimize interference from air scattering, data were initially recorded with a blank
substrate to replicate the same geometry as in a sample measurement. Subsequently, this
blank substrate data was subtracted from the sample data using a custom Mathematica
script. For a more detailed examination of peaks, particularly focusing on (near-)out-
of-plane (small qxy) and (near-)in-plane (small qz) features, integrated line scans along

constant q =
√
q2z + q2xy within 3-13◦ off the qz and qxy axis were extracted using GIDVis.
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Chapter 3

Design Strategies for Optimized
Molecular p-Dopants: Decoupling
Electronic and Geometric Effects

Abstract

The design of efficient molecular p-dopants for organic semiconductors relies on maxi-
mizing their electron affinity for promoting integer-charge transfer and effectively gener-
ating holes in the semiconductor host. Recently, it has been found that effects detrimen-
tal to doping efficiency such as the formation of ground-state charge transfer complexes,
which results in fractional charge transfer only and in strong electron-hole interaction
that reduces hole mobility, can be overcome by increasing the steric bulk of the doping
agents. However, while electron affinity is typically sought to be increased by adding
electron-withdrawing groups to the dopant core, enhancing its steric demand is done via
the substitution of bulky side groups, where the latter strategy may be detrimental to the
former. Here, we attempt to systematically analyze the interplay between electronic and
geometric effects induced by side group addition and their impact on electron affinity.
For a library of existing and proposed newmolecular p-dopants based on cyclohexadiene
and cyclopropane cores, we use density functional theory based modeling to contrast the
effect of direct bonding of electron-withdrawing groups to the core and their bridging by
a phenyl moiety, thereby decoupling electronic from geometric effects. We first demon-
strate the direct relationship of the dopant EAs with the Hammett parameters of the
substituents. This approach is contrasted with an analysis of the partial atomic charges
at the molecular core, which reveals that its charge deficiency drives the electron affin-
ity. To assess the dopants’ capability of double doping, that is, the transfer of two elec-
trons per dopant, we further examined their second electron affinities and the ensuing
(non-)linearity of shifts in cyano vibrational modes characteristic of the degree of charge
transfer with respect to the molecular charge. Our study not only provides guidelines
for achieving high electron affinity dopants but also predicts several three-dimensional
doping agents of record-high electron affinity, thereby, allowing to disentangle the roles
of substituents, steric bulk, and that of the molecular core, which may inform the de-
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sign of novel p-dopants balancing high electron affinity and steric demand. Given the
agreement between the quantitative predictions (calculated EAs) and the mechanistic ex-
planation (based on the Hammett index and the partial atomic charges), the results can
serve as a solid basis for the development of future dopants.

3.1 Introduction

The p-doping of organic semiconductors (OSCs) is typically achieved by the admixture
of strong molecular electron acceptors as dopants in order to induce charge transfer.
[35, 46, 89, 90] Doping OSCs achieves several crucial objectives for applications not only
in organic electronics such as for organic light emitting diodes (OLEDs), [91, 92] and ther-
moelectric energy harvesting, [93, 94] but also in hybrid (organic-inorganic) electronics,
such as for the transport layer of perovskite solar cells. [95, 96] The objectives include re-
ducing charge-injection barriers at interfaces to electrodes, [97, 98] reducing charge trap
densities and depths, [36–39] as well as generating mobile holes in the host material to
increase its conductivity by orders of magnitude. [40, 41, 99]

For charge transfer to efficiently occur, the electron affinity (EA) of the p-dopant
should match or be higher than the ionization energy (IE) of the OSC, [32, 90] result-
ing in integer charge transfer (ICT) between p-dopant and OSC. However, alternatively,
ground-state charge-transfer complexes (CPX) can form between them with only frac-
tional charge transfer, which occurs following the hybridization of the frontier molecular
orbitals, that is, the dopant’s lowest unoccupied molecular orbital (LUMO) and the OSC’s
highest occupied molecular orbital (HOMO), [100, 101]. This process generally competes
with ICT. For structurally similar dopants, CPX formation is less likely for larger EAs, but
can persist even if the dopant EA exceeds the IE of the OSC, as it has been demonstrated
in several works [5, 47]. To such concerns need to be added the fact that CPX and ICT
tend to form preferentially in different phases of OSCs [5, 90, 102] and that the effective
EA of p-dopants has been shown to be impacted both by the presence of surrounding
OSC and the material phase [103, 104]. Nevertheless, efficient p-dopants should clearly
feature both high EA and a molecular structure that minimizes/inhibits CPX formation.

For increasing EA, the typical strategy is to deplete the core of a conjugated molecule
by the substitution of electron-withdrawing groups (EWGs) on its periphery. Notably, a
large body of works has been dedicated to electron acceptors comprising a cyclohexadi-
ene (CHD) core, where attaching cyano groups in the form of two ylidene-malononitrile
groups leads to tetracyanoquinodimethane (TCNQ), [105] a molecule with an (experi-
mental) EA of 4.23 eV. [53] Its EA can be increased by replacing the remaining hydrogens
on the core with fluorine atoms as EWGs to obtain F-, F2- and F4-TCNQ with an EA of
4.55, 4.59 and 5.08 eV, respectively. [53] Extending the size of the core also plays a role in
obtaining dopants of higher EA, both due to the possibility of attaching more EWGs and
the intrinsically higher EA of molecules with more extended conjugation. Related to the
former, metallic complexes can also feature a high electron affinity due to their hyperva-
lent configurations, see for instancemolybdenum tris(1,2-bis(trifluoromethyl)ethane-1,2-
dithiolene) (Mo(tf d)3), which has an electron affinity of 5.6 eV and has been extensively
employed for the doping of OSCs. [106]

35



In terms of conjugated molecular dopants, hexafluorotetracyanonaphthoquin-
odimethane (F6-TNAP, also known as F6-TCNNQ), the direct naphtalene-like analogue
to F4-TCNQ, features an even higher EA of 5.37 eV. [107] An extended computa-
tional study of substituted quinone derivatives [108] points in a similar direction:
anthraquinone derivatives can achieve higher EAs than their benzoquinone and naphto-
quinone counterparts. Furthermore, quinones containing stronger EWGs such as cyano
and sulfonyl, have higher EAs than those with weaker EWGs such as halogen-containing
groups. It is therefore not surprising that other conjugatedmolecules featuring a different
core and several cyano substituents display very high EAs, such as hexaazatriphenylene-
hexacarbonitrile (HAT -CN ) and hexacyanotrimethylenecyclopropane ((CN )6-CP), the
former with an experimentally-determined EA of 5.4 eV [55] and the latter being the
molecule with the highest reported experimental EA of 5.87 eV and is used as a dopant
in the hole transport layer of OLEDs. [56, 57] It is unclear whether the higher number
of cyano substituents on (CN )6-CP compared to Fx-TCNQs is responsible for the higher
EA or if this difference is due to the functional core (cyclopropane (CP) versus CHD).

The synthesis of substituted TCNQ-like dopants has not only been done to increase
the EA but also to control other functional aspects including increased solubility, misci-
bility with OSCs, [75] or reduced diffusivity, [68, 76].

However, such modifications often result in a decrease in EA. In a similar vein, despite
the severe core strain present in cyclopropane which can lead to difficulties in synthesis,
several works have been dedicated to the synthesis of dopants which such cores, and the
study of their applications in electronic devices [12, 15, 57, 58, 109]. (CN )6-CP analogues
were synthesized by Saska et al. to feature better solubility, with three of the six cyano
groups being replaced with methyl esters (i.e. a trimethyl ester analogue) in TMCN3 −
CP [58], followed by dimethyl ester (DMCN4 −CP) and monoethyl ester (ECN5 −CP)
analogues showing EAs closer to that of the parent species [12].

Chemical structures of some of the dopants discussed here and their nomenclature for
the remaining of the work are shown in Figure 3.1, with (CN )6-CP in Figure 3.1d, and its
soluble analogues in Figure 3.1e.

Furthermore, substituting three of the six cyano groups of (CN )6-CP by bulky
perfluorophenyl groups to obtain PFP3CN3 − CP (Figure 3.1f; here we refer to it as
(F5-Ph)3(CN )3-CP ) was experimentally found to suppress the formation of CPX upon
doping OSCs [15] by preventing intermolecular hybridization, as previously suggested
[3, 46, 48]. There, reducing/eliminating CPX formation solely follows peripheral sub-
stitution and can, therefore, be achieved by chemical modification of well-established
dopants. This substitution by three rings was found to be sufficient to shield the core, and
comparing the doping behavior of PFP3CN3−CP with that of F2-TCNQ of identical EA,
confirmed that CPX formation can be readily suppressed by steric hindrance of the bulky
dopant, as F2-TCNQ itself features no steric shielding. PFP3CN3−CP is highly similar
to a dopant referred to as PD-A (Figure 3.1f) [109] for which the same steric effects can
be expected. However, the presence of cyano groups instead of fluorine atoms at the
para position of the three fluorinated rings leads to a higher EA, sufficient to dope OSCs
with IEs as high as 5.6 eV [59, 60]. Using bulky substituents also has the added benefit of
reducing electrostatic interaction between the dopant anions and the holes generated on
the OSC after integer charge transfer. This reduction in electrostatic interaction improves
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the delocalization of mobile holes, thereby enhancing conductivity [110]. These results
found probing CP-core dopants illustrate that planar dopants based on a CHD-core are
in fact not ”ideal” dopants due to their tendency to undergo CPX formation as well as the
necessity to investigate other substitutions with varying electron-withdrawing strengths
and steric hindrance, as well as alternative core structures to CHDs.

Altogether, existing data suggest that the number and strength of the EWGs present on
conjugated molecules are controlling the EA, presumably mediated by a charge depletion
of the core. Such internal charge redistribution in conjugated molecules was recently
also observed experimentally by Kelvin probe force microscopy for halogen-substituted
polyaromatic hydrocarbons. [111]
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Figure 3.1: Chemical structure of some p-dopants discussed in this work. a) Fx-TCNQ;
where X indicates the substitution of 1, 2, 3 or 4 hydrogen atoms by fluorine atoms. b)
F6-TCNNQ. c) HAT -CN . d) (CN )6-CP. e) (CO2CH3)3(CN )3-CP, and its higher EA
analogues, (CO2CH3)2(CN )4-CP, and (CO2CH2CH3)(CN )5-CP, where X shows the sub-
stitution of 1, 2 or 3 cyano groups by either 1 CO2CH2CH3 group, 2 CO2CH3 groups,
or 3 CO2CH3 groups respectively. f) (F5-Ph)3(CN )3-CP, and its higher EA analogue
(F4CN -Ph)3(CN )3-CP, where X represents either a fluorine atom or a cyano group.
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To determine the ionicity (δ) of the charge transfer process (i.e., integer versus frac-
tional), characteristic shifts in the cyano vibrational modes inferred from Fourier trans-
form infrared spectroscopy (FTIR) are commonly used, where a linear relation between
the shift and δ is typically assumed. [112–114] Some of us recently noted that the pres-
ence of bulky, electron-rich EWGs and/or non-monoatomic substituents in TCNQ- and
(CN )6-CP-analogues can dramatically impact these modes [115] and induce large non-
linearities of the vibrational frequency shift with respect to the molecular charge, a re-
sult which was obtained by probing the second ionization of such molecules. This phe-
nomenon is therefore likely to occur in the case of ring-containing substitutents attached
to dopant cores as well. It becomes particularly relevant as recent works highlighted both
experimentally, using F4-TCNQ,[116] and computationally, using (CN )6-CP,[117, 118]
the possibility of using the double ionization of a molecular dopant to inject a second
charge carrier into the OSC, making the relationship between cyano vibrations and the
three molecular charge states (neutral, radical anion and dianion) extremely relevant for
the design of high-efficiency double-ionization dopants.

Overall, the electron-withdrawing effect of substituents has a defining impact on both
the first EA (EA1) and second EA (EA2) of molecular p-dopants. In addition, the re-
duction of CPX-formation through steric shielding of the core by bulky, phenyl-like sub-
stituents comes with a cost to their EAs, which concomitantly reduces the doping strength
of p-dopants. Therefore, a trade-off exists between the benefits resulting from increased
EAs and sterically shielding molecular dopants for CPX suppression and electron-hole
separation, since both cannot be maximized simultaneously. This trade-off likely de-
pends on the molecular structure, influenced by the substitution patterns, the type of
functional side-group, and the molecular core, all of which play a defining role in the
resulting values of EA1 and EA2. In addition, the experimental realization of double
doping lacks systematic investigations of the relation between dopants’ EA2 and other
pertinent molecular features such as the presence of EWGs and their strength, steric hin-
drance of the core, or even EA1. So far, all of these factors and relationships can only be
qualitatively described, when at all possible, and therefore call for an equally systematic
and comprehensive investigation.

In this work, we attempt to fill this gap in knowledge by quantitatively analyzing a
large series of (CN )6-CP- and TCNQ-analogues using density functional theory (DFT),
where substitution with EWGs was done both directly at the dopant’s core or through
phenyl groups. The present direct comparison of substituted molecular analogues allows
us to derive both fundamental and practically-relevant results that can now be used to
optimize the molecular design of novel p-dopants prior to their synthesis.Given the con-
vergence of both quantitative predictions (calculated electron affinities) and mechanistic
explanations (based on the Hammett index and partial atomic charges parameters), these
calculations serve as a solid foundation to guide experiments.

3.2 Methods

All presented DFT calculations were carried out within Gaussian (version 09 revision
E.01),[10] performed using the ωB97X-D range-separated functional from Chai and
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Head-Gordon [119] and the 6-31+G(d,p) basis set. All molecular geometries for the
neutral, radical anionic, and dianionic species have been optimized. Vibrational fre-
quencies were calculated to verify the ground state nature of all molecules. The energy
of the cyano stretch mode has been extracted from the same vibrational frequency
calculations and was scaled according to the precomputed vibrational scaling factors
from the Computational Chemistry Comparison and Benchmark Database (CCCBDB)
corresponding to our model chemistry. [13] When several cyano stretch modes were
present, only the highest energy one that belonged to the isolated cyano groups (and
not to the cyano groups on substituents, where this is the case) was selected. For each
molecule, we obtained the adiabatic first EA (referred to as EA1) from the difference in
electronic energy between neutral and radical anionic molecules as the following:

EA1 = −∆E = Eneutral(0,1) −Eradical anion(−1,2) (3.1)

Where the first number in parentheses refers to the charge and the second to the spin
multiplicity. The adiabatic second EA (referred to as EA2) was obtained in a similar way:

EA2 = −∆E = Eradical anion(−1,2) −Edianion(−2,1) (3.2)

Wavefunctions of all optimized molecules were exported to calculate partial atomic
charges from the quantum theory of atoms in molecules (QTAIM) using the software
Multiwfn,[120] at the highest quality available. We used a range separation parameter ω
of 0.20 (which coincides with the value by default) for all calculations, based on a bench-
marking procedure that we followed in our previous work with similar molecules.[15]

Predicted EA1 values, referred to as EA
pred.
1 , were obtained from the linear fit of

experimental against DFT-calculated EAs (for molecules with available experimental
EA values) in analogy to own previous work. [15] The following molecules have been
used in the fitting process: (CN )6-CP, (CO2CH3)2(CN )4-CP, (CO2CH2CH3)(CN )5-CP,
(F5-Ph)3(CN )3-CP, F4-TCNQ, F2-TCNQ F-TCNQ, and TCNQ. More details can be
found in Figure A.1. This procedure is used to obtain quantitatively correct predictions
for EA1 (but it is not employed for EA2 due to a lack of experimental EA2 values). Nev-
ertheless, the relative comparison of EA2 values is reliable, as is typically the case with
DFT-based methods, and as expected from the identical mechanistic and fundamental
behaviors of EA1 and EA2 that will be demonstrated in several Figures of this work. The
following equation for EApred.

1 is obtained based on the fitting process:

EA
pred.
1 (eV ) = 0.97 ∗EA(DFT )

1 +1.128 (3.3)

Because molecules with a different number of substituents were investigated, to quantify
their electron withdrawing strength, we defined the Hammett index, which is obtained by
summing Hammett substituent parameters of all the substituents on a molecule (there-
fore summing 6 substituents for CP cores and 8 substituents for CHD cores). In order to
mediate experimental uncertainties related to the determination of Hammett parameters,
the average value of both meta and para parameters was taken:
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Substituent Cyclohexadiene Cyclopropane
Name Hammett index (1) (2) (3) (4)
SO2H 0.6601 (SO2H)4-TCNQ (PhSO2H)4-TCNQ (SO2H)3(CN )3-CP (PhSO2H)3(CN )3-CP
SO2F 0.855 (SO2F)4-TCNQ (PhSO2F)4-TCNQ (SO2F)3(CN )3-CP (PhSO2F)3(CN )3-CP

SO2CN 1.180 (SO2CN )4-TCNQ (PhSO2CN )4-TCNQ (SO2CN )3(CN )3-CP (PhSO2CN )3(CN )3-CP
SO2Cl 1.155 (SO2Cl)4-TCNQ (PhSO2Cl)4-TCNQ (SO2Cl)3(CN )3-CP (PhSO2Cl)3(CN )3-CP
SO2CH3 0.620 (SO2CH3)4-TCNQ (PhSO2CH3)4-TCNQ (SO2CH3)3(CN )3-CP (PhSO2CH3)3(CN )3-CP
SO2CF3 0.895 (SO2CF3)4-TCNQ (PhSO2CF3)4-TCNQ (SO2CF3)3(CN )3-CP (PhSO2CF3)3(CN )3-CP
COCH3 0.440 (COCH3)4-TCNQ (PhCOCH3)4-TCNQ (COCH3)3(CN )3-CP (PhCOCH3)3(CN )3-CP
COCF3 0.715 (COCF3)4-TCNQ (PhCOCF3)4-TCNQ (COCF3)3(CN )3-CP (PhCOCF3)3(CN )3-CP
CO2CH3 0.410 (CO2CH3)4-TCNQ (PhCO2CH3)4-TCNQ (CO2CH3)3(CN )3-CP (PhCO2CH3)3(CN )3-CP
CO2CF3 0.6852 (CO2CF3)4-TCNQ (PhCO2CF3)4-TCNQ (CO2CF3)3(CN )3-CP (PhCO2CF3)3(CN )3-CP
CH3 0.050 (CH3)4-TCNQ (PhCH3)4-TCNQ (CH3)3(CN )3-CP (PhCH3)3(CN )3-CP
CF3 0.485 (CF3)4-TCNQ (PhCF3)4-TCNQ (CF3)3(CN )3-CP (PhCF3)3(CN )3-CP
CN 0.610 (CN )4-TCNQ (PhCN )4-TCNQ (CN )6-CP (PhCN )3(CN )3-CP
Ph 0.025 (Ph)4-TCNQ N/A (Ph)3(CN )3-CP N/A

F5-Ph 0.265 (F5-Ph)4-TCNQ N/A (F5-Ph)3(CN )3-CP N/A
F4CN -Ph N/A3 (F4CN -Ph)4-TCNQ N/A (F4CN -Ph)3(CN )3-CP N/A

F 0.200 F4-TCNQ N/A N/A N/A
H 0.000 TCNQ N/A N/A N/A

Table 3.1: Substituents and molecular nomenclature employed for molecules with the
same number of cyano groups and substituents (Figures 3.2a-d). The first two columns
refer to the substituents used and their Hammett index, calculated from values found in
Ref. [11], except when specified otherwise. The four other columns contain the names of
the molecules either with a CHD or CP core, both when substituents are connected di-
rectly to the core (substitution patterns (1) and (3)) or through phenyl groups (substitu-
tion patterns (2) and (4)). Note that we did not include the two molecules from Ref. [12]
in this table, as molecules with a very analogues substituent ((CO2CH3)3(CN )3-CP) are
already listed. N/A indicates molecules that have not been studied – the three phenyl-
containing substituents (Ph, F5-Ph, F4CN -Ph) were not considered on a bridging phenyl
group, as discussed in the Methodology, and the two monoatomic substituents (F, H) are
provided as reference, because TCNQ and F4-TCNQ are experimentally well studied
dopants.
1No value found; added the difference between SO2CH3 and SO2CF3 to SO2F.
2Similarly added the difference between between COCF3 and COCH3 to CO2CH3.
3No value found.

Hammettindex =
∑

substituents

1
2
(Hammettpara +Hammettmeta) (3.4)

Given that the ability of substituents to withdraw electrons is often quantified using
their Hammett substituent parameters, this allows to index all molecules with an inde-
pendent metric according to their substitution.
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3.3 Results and discussion

3.3.1 Choice of molecules

Chemically-diverse functional side-groups with highly different electron withdrawing
abilities were selected for our study and are given in the first column of Tables 3.1 and
3.2. The choice was informed by the Hammett substituent parameters found in the pop-
ular reference by Hansch et al. (Ref. [11]); all cases where parameters were taken from
elsewhere are identified in Tables 3.1 and 3.2. All substituents are either connected di-
rectly to the core, following substitution patterns (1) and (3), or in the para position of
a phenyl group connected to the core, following substitution patterns (2) and (4), as il-
lustrated in the left column of Figure 3.2. This is done for both CHD and CP cores such
that each substituent is featured on four different molecules (patterns (1)-(4)), except for
the perfluorophenyl, phenyl, and F4CN -Ph groups, which were themselves not consid-
ered connected through a phenyl. In addition, we also explored the effect of the number
of substituents by replacing all cyano groups with a given substituent (for a selection of
the substituents probed in this work), as schematized in the right column of Figure 3.2,
patterns (5)-(7). Molecules logically corresponding to the missing pattern (8) were not
included given the high number of possible conformations and the resulting complexity
of the analysis (see Figure A.2). To align with pertinent literature, we also considered
additional molecules featuring a CP core (Figures 3.1e and 3.1f) that have been recently
synthesized and employed as molecular dopants.[12, 59, 60]

For the CHD-based pattern (1), we found in the early stages of this work that the
presence of large and strongly electron-withdrawing substituents can lead to significant
bending of the core, and that in such cases boat conformations (all substituents pointing
in the same direction) are more stable than chair conformations (every two substituents
pointing in opposite direction); additional details are provided in Figure A.3. Note that
for the smaller monoatomic substituents (i.e. leading to molecules such as TCNQ and
F4-TCNQ), the CHD core remains completely planar. For the CP-based pattern (3), while
the presence of substituents does not lead to bending of the core, two configurations are
possible, and we found lower electronic energy solutions in molecules where the three
substituents point in the same direction (leading to a higher dipole but lower energy)
rather than one substituent in the direction opposite to the two others (leading to a lower
dipole but higher energy). For patterns (2) and (4), no bending of the core was observed,
and configurations where all the phenyl groups share the same dihedral angle – with the
same sign with respect to the core – were found to lead to lower energy solutions than
other conceivable scenarios. The impact of the substituents’ orientation on phenyl groups
(patterns (2) and (4)) is discussed in Figure A.4. Only molecules in their lowest electronic
energy conformation were used in this work.

All molecules have been summarized in the following way: First, molecules of equal
number of substituents and cyano groups are given in Table 3.1 (patterns (1)-(4)). Sec-
ond, molecules with all cyano groups replaced by the same substituents (patterns (5)-(7))
are listed in Table 3.2. The properties of all molecules most relevant for the upcoming
sections (Hammett indices, EAs, QTAIM charges) are listed in Tables A.1-A.4.
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Figure 3.2: Substitution pattern nomenclature. a) Pattern (1): four substituents (R)
directly on a CHD core. b) Pattern (2): same as a) but through phenyl groups. c) Pattern
(3): three substituents directly on a CP core. d) Pattern (4): same as c) but through
phenyl groups. e) Pattern (5): 8 substituents directly on a CHD core. f) Pattern (6): six
substituents directly on a CP core. g) Pattern (7): same as f) but through phenyl groups.

3.3.2 Hammett indices predict electron affinities

First considering the CHD core (substitution patterns (1), (2) and (5)), EA1 and EA2 show
a slightly increasing trend with the Hammett index (Figure 3.3a), however, with large
spread and an apparent saturation for the species where the substituents are connected
directly to the core ((1) and (5) – see Figures A.5 and A.6). This is due to the fact that both
larger and stronger electron-withdrawing groups tend to break the molecular planarity
when close to the CHD core in the neutral state (although molecules with monoatomic or
very weakly electron-withdrawing substituents still feature a planar core in the neutral
state). The additional electron of the radical anion helps support the structure of the
molecule, notably by restoring most of the core planarity. However, the reorganization
energy involved in re-stabilizing the molecules then leads to lower-than-expected EAs.

Geometric distortions induced by EWGs connected directly to CHD cores thus lead
to electronic instabilities and prevent the molecules from reaching high EAs. Instead,
connecting EWGs through phenyl rings offers an elegant solution to (i) the issue of core
bending, as it effectively decouples the substituents from the backbone geometry, and
(ii) to that of CPX formation as it induces steric bulk, which also increases electron hole
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Substituent Cyclohexadiene Cyclopropane
Name Hammett (5) (6,7)
CH3 0.050 (CH3)8-CHD (CH3)6-CP
CF3 0.485 (CF3)8-CHD (CF3)6-CP
Ph 0.025 (Ph)8-CHD (Ph)6-CP

F5-Ph 0.265 (F5-Ph)8-CHD (F5-Ph)6-CP
SO2F 0.855 N/A (SO2F)6-CP

SO2CN 1.180 N/A (SO2CN )6-CP
SO2Cl 1.155 N/A (SO2Cl)6-CP
PhF 0.200 N/A (PhF)6-CP

PhCF3 0.485 N/A (PhCF3)6-CP
PhCCl3 0.430 N/A (PhCCl3)6-CP
PhCBr3 0.285 N/A (PhCBr3)6-CP

PhCO2CH3 0.410 N/A (PhCO2CH3)6-CP
PhOH -0.125 N/A (PhOH)6-CP

Table 3.2: Substituents and molecular nomenclature employed for molecules with only
substituents and no cyano groups (Figures 3.2e-g). The table follows the same idea as
Table 3.1 but all molecules follow patterns (5), (6) or (7). The Hammett indices of the
last six substituents (PhF to PhOH) are the same as if connected directly to the core
(Table 3.1); N/A indicates molecules that have not been studied due to the excessive
number of possible configurations as discussed in Figure A.2.
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Figure 3.3: Relationship between the Hammett index and EAs for the molecules listed
in Tables 3.1 and 3.2. a) EA1 and EA2 of CHD-based molecules, for substitution patterns
(1), (2), and (5); trend quality is particularly poor for EA1 of patterns (1) and (5) (black
squares). b) EA1 and EA2 of CP molecules, for patterns (3), (4), (6), and (7). The lines
have been added as guides to the eye to highlight the general behavior discussed in the
text.
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separation after charge transfer. Figure 3.3a also shows EA1 and EA2 of CHD molecules
with the substituents connected through a phenyl (pattern (2)), where clear linear trends
between Hammett index and EAs can now be observed because the phenyl groups allow
connecting the substituents to the core without disturbing its geometry in the neutral
state.

We now turn to the investigation of the same substituents on the CP-based molecules
(patterns (3), (4), (6), and (7)), where the relation betweenHammett index and the EAs is
shown in Figure 3.3b. Most noteworthy, even without phenyl, both EA1 and EA2 display
clear linear trends against the Hammett index (aside from slight saturation at very high
values), and trends become again sharper with the phenyl groups. This reflects the fact
that CP-core molecules feature a planar core even in neutral state as can be inferred from
the Cartesian coordinates of the relevant atoms provided in the last section of the SI.

Linear fits for all molecular patterns (1) - (7) were performed, details and fit param-
eters are reported in Table A.5, and in Figures A.5-A.8. As expected, all molecules have
a lower EA2 than EA1. When connected through the phenyl, substituents become less
effective at increasing the EA, which can be inferred from the smaller slopes of the linear
fits of patterns (2), (4) and (7), as summarized in Table A.5. This can be explained by
the fact that they are further away and the (dihedral) angle between the phenyl and core
planes decreases the electron-withdrawing effect of the substituents, leading to generally
lower EAs. CP cores (patterns (3) and (6)) have vastly superior EA1 than their CHD coun-
terparts due to the fact that the core is not destabilized even with the substituents directly
connected to it. Finally, it is possible to directly use the linear fit equations (Table A.5)
for patterns (2), (3), and (4)-(7) to predict EA1 and EA2, solely from the Hammett in-
dex of the molecules. This can considerably simplify the future exploration of possible
analogues molecular dopants.

The insights gained from analyzing the electron-withdrawing abilities of substituents
and their impact on EAs lead to three key conclusions. (i) For the CP core, sub-
stituents can be connected directly to the neutral core without significantly distorting
the molecule. This is in marked contrast to neutral molecules with a CHD core, thus,
leading for a given substituent to much higher EA1 for the CP-based species. (ii) Con-
necting substituents through phenyl groups significantly lowers the electronic impact of
the substituents (as deduced from the comparison of the fit slopes). (iii) Nevertheless,
the presence of phenyl groups might be otherwise beneficial to inhibit CPX formation
through steric bulk and reduce electron hole interaction; in this case, molecules with a
CHD core feature systematically higher EA1 than those with CP, which is related to the
unsubstituted core itself and will be discussed more in-depth below.

3.3.3 Relation between atomic charge on the core and electron affinity

As a next step, we aim to more formally probe the mechanistic relationship between
EWGs and the resulting EAs. If the EAs stem from electron-depletion of the core, then the
calculation of partial atomic charges on the molecules before undergoing charge transfer
should allow to quantify the total effect of the substituents on the charge density and pre-
dict the tendency to accept electrons. The relationship between the sum of partial atomic
charges on core atoms of neutral species and their EA1 is shown in Figure 3.4 for sub-
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stitution patterns (2), (3), (4), (6), and (7). For molecules with substituents connected
directly to CHD cores (substitution patterns (1) and (5)), the EA1 cannot be predicted
by the atomic charges on the core of the neutral molecule, again, because of geometric
distortions induced by the substituents (Figure A.9a).
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Figure 3.4: Relationship between atomic charges and EAs. The sum of partial atomic
charges on the core atoms in neutral molecules against their EA1 is shown in a) while the
sum of partial atomic charges on the core atoms in radical anionic molecules against their
EA2 is shown in b), in both cases for substitution patterns (2), (3), (4), (6), and (7). Data
points for patterns (4) and (7) segregate on individual lines which have been identified
directly on the Figure (this cannot be done for patterns (3) and (6) since they are mixed).
The relationship for patterns (1) and (5) is poor because of geometric distortions, see
Figure A.9.

However, for substitution patterns (1) and (5), contrary to the relationship between
EAs and Hammett indices (Figure 3.3), the situation is not largely improved whenmoving
to the relationship between EA2 and atomic charge on the core of the radical anion (see
Figure A.9b), indicating that partial atomic charges are more sensitive to geometric dis-
turbances for the prediction of EAs than Hammett indices, which reinforces the interest
of the latter for screening large numbers of molecules.

In marked contrast, when the substituent is geometrically decoupled from the core us-
ing phenyl groups (substitution patterns (2), (4), and (7)), extremely sharp linear trends
are obtained, where less negative atomic charge on the core directly leads to higher EA.
For substitution patterns (3) and (6), linear trends can be observed, although less sharp
than for patterns (2), (4) and (7). Notably, the range covered by the atomic charges of
patterns (3) and (6) is much larger than with phenyl groups, which is expected given that
for the former the core is directly exposed to the electron withdrawing effect of the sub-
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stituents. Similar trends are found for EA2 in Figure 3.4b, which is here predicted by the
sum of partial atomic charge on the core atoms of the radical anion. Linear fit parame-
ters for all molecular patterns (1)-(7) are reported in Table A.6, and in Figures A.9-A.12.
Altogether, these data conclusively demonstrate the direct relationship between charge
depletion of the core of a molecule and its tendency to accept an electron.

3.3.4 Cyano vibrational modes

In a recent work,[115] we highlighted that the shift of cyano vibrations with themolecular
charge can be highly non-linear, with severe implications for the experimental quantifi-
cation of the degree of charge transfer in doping applications. This was hypothesized to
be more likely the case for molecules with a CP core than a CHD core due to the lower
cyano-substituent distance (a side effect of the different molecular symmetry), and was
found to occur in molecules featuring more electron-rich and larger substituents. For
example, this was the case for (SO2Cl)3(CN )3-CP, which is also probed here in addition
to other similar sulfonyl-containing molecules of pattern (3). Given the high number
of molecules covered in the present work, the non-linearity of cyano vibrations shifts
can now be systematically probed. DFT-calculated shifts of cyano vibrations were in-
vestigated for all the molecules across their three different charge states (neutral, radical
anionic, and dianionic). We selected only the highest wavenumber cyano vibration that
belongs to the backbone cyano groups instead of those at the substituents, if present (e.g.,
for SO2CN ); wavenumbers corresponding to these vibrations for all molecules are given
in Tables A.7-A.10.

Closer inspection of individual trends suggests that our chosen range of molecules
covers the complete realm of possibilities, from completely linear, in the case of planar
molecules, to molecules featuring pronounced second-order behavior of both signs, even
reaching a maximum shift before reaching the dianionic state (i.e., the dianion exhibits
a smaller shift than the radical anion). A selection of molecules representative of this
diversity of behaviors is shown in Figure 3.5a.
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Figure 3.5: Cyano vibration shifts across the three different charge states of the molecules
(neutral, radical anionic and dianionic). a) Shifts of the highest wavenumber cyano vi-
brational mode as a function of the molecular charge for a selection of electron acceptors.
b) Standard deviation of the linear fits for CHD-based (patterns (1) and (2)) and CP-
based molecules (patterns (3) and (4)) plotted against the fit curvature ratio (see text);
(SO2CN )4-TCNQ was excluded from the plot because the ratio is extremely high (622%)
due to coupling between the backbone cyano and (SO2CN ) vibrations. c) Relationship be-
tween EA1 and cyano vibration shifts between the radical anionic and neutral molecules
for molecules with a CP core (patterns (3) and (4)). d) Relationship between EA1 and
cyano vibration shifts between the radical anionic and neutral molecules for molecules
with a CHD core (pattern (2)).

Following the approach introduced in previous work, [115] to quantify the deviation
from linearity, first and second-order fits to the position of cyano vibrations against the
molecular charge are performed as follows:

First order f it = B1x +C (3.5)
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Second order f it = B2x
2 +B1x +C (3.6)

Results are compiled in Tables A.11-A.14. Even slight deviations from linearity can
induce significant error due to the uncertainty in the proper fitting model to assume (first
or second order) in the quantification of charge transfer on the basis of cyano vibration
shifts, as illustrated in Figure A.13. As a figure of merit to simply quantify non-linearity, a
fit curvature ratio (FCR) is introduced, which we define for second-order fits as the division
of the second-order coefficient (B2) by the first-order one (B1):

Fit Curvature Ratio = B2/B1 (3.7)

A positive FCR indicates that the cyano shift towards the dianion is less pronounced
than a linear fit suggests, a FCR of zero indicates that the shift is perfectly predicted by a
linear fit, and a negative FCR indicates that the shift is more pronounced than suggested
by a linear fit. Then, to quantify how much this non-linearity leads to an error in the
correspondence between cyano vibration wavenumber and the molecular charge when
assuming a linear fit, the standard deviation of each linear fit is calculated as follows:

Standard Deviation =
√
Residual Sum of Squares (3.8)

Where the 1/
√
n term was omitted because it is always equal to 3. The standard devi-

ation is then represented against the FCR for each molecule in Figure 3.5b.
The different substitution patterns are found on distinct trends, although these trends

mostly coincide for CHD cores. Interestingly, the resulting standard deviation for the
same FCR is generally higher for CHD cores, as visible from the y-axis position of points
with the same fit curvature ratio in Figure 3.5b, and this remains true even for the sub-
stituents on the phenyl groups. This can be traced back to the fact that the error is more
symmetrically spread out across the charge states for CPs than for CHDs, while the error
is more pronounced for the diaonic states than for the radical anionic and neutral states.
This reflects fundamentally distinct behaviors of the two cores regarding EA2 and is pre-
sumably related to restoring aromaticity in CHDs (see discussion in the next section).

Furthermore, for positive FCRs, CP-core molecules are found to feature much higher
non-linearity of the cyano shift than CHD-core molecules, as can be inferred from
the fact that the majority of CP molecules extend further right on the x-axis. The
four CHD molecules extending very far right ((SO2Cl)4-TCNQ, (SO2CH3)4-TCNQ,
(SO2CF3)4-TCNQ and (CO2CF3)4-TCNQ) and the three CHD molecules extending
far into negative FCRs ((CF3)4-TCNQ, (SO2H)4-TCNQ, and (SO2F)4-TCNQ) are all
molecules that have large amount of physical reorganization upon charging.

On this basis, the relationship between vibrational mode shifts and the electronic
properties probed in this work can now be explored. Strongly linear relationships be-
tween the cyano shift upon accepting the first electrons and EA1 (Figures 3.5c and 3.5d)
are found. This aligns perfectly with our previous discussion: molecules with higher EA1
may exhibit less change in atomic charge on the cyano atoms, as the core has already been
depleted of charge towards these substituents in the neutral state. Atomic charges on
the core themselves do not predict the shift of cyano vibrations well, in line with past
work highlighting that cyano vibrations are predicted instead by the product of atomic
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charges on the cyano carbon and nitrogen atoms, within the limit that the cyano groups
do not interact with the other substituents [115]. This is rather surprising as the charge
on the core was shown to be responsible for the EAs in the previous section. This analy-
sis suggests that the EA better captures the sum of intricate changes between the neutral
and radical anionic molecules, both electronic and physical, that also lead to the shift of
cyano vibrations. Altogether, the results presented in this section clarify fundamental
aspects related to a non-linearity of cyano vibration shifts upon charging, i.e., the error
that these can induce in deducing the degree of charge transfer as well as the relationship
with various substitution patterns.

3.3.5 Comparison of molecular factors and selected molecules of in-
terest

We now focus on the role of molecular factors in defining the EAs, that is, the pres-
ence of phenyl groups and the type of core. A series of molecules of interest for CP and
CHD based cores are selected, and the balance between their EAs and steric shielding is
discussed in the context of molecules that have not yet been experimentally employed
(Table 3.3). This section demonstrates how the results presented in this work can be used
to guide predictive design of molecular p-type dopants.

To simplify the analysis of the role of phenyl groups, only molecules with CP cores
are displayed in Figure 3.6, since trends tend to be clearer than for CHDs (for which the
data are still both qualitatively and quantitatively similar, see Figure A.14). Figure 3.6a
illustrates the EAs of molecules with the same substituent connected either directly to
the core (pattern (3)) or through a phenyl group (pattern (4)). The connection through
a phenyl decreases the impact of the substituent, as molecules of (3) have systematically
lower EAs than their equivalents in (4). From the slopes of linear fits for molecules
with a CP core (0.59 and 0.54 for EA1 and EA2, respectively) we find that connecting
substituents through phenyl rings decreases their ability to elevate EA1 and EA2 by 41%
and 46% respectively, while the intercept in the fits reflects the impact of the phenyl
substituents alone (see fit data in Table A.15).
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Figure 3.6: Impact of molecular factors on EAs. a) Role of through-phenyl-substitution
on the EA1 and EA2 of molecules with a CP core. Note that to supplement the comparison
(CF3)6-CP and (PhCF3)6-CP were added despite not being part of patterns (3) or (4). b)
Role of the core type on EA1 and EA2 for molecules with a phenyl group. The dashed line
represents the identity line, i.e. where the points would lie if molecules with the same
substituents but different cores had identical EAs.

Then, the role of the core is isolated by representing the electron affinities of CHDs
against those of CPs in Figure 3.6b for molecules where significant geometrical changes
between charge states can be excluded (i.e. with phenyl groups – patterns (2), (4) and
(7)). Trends are visibily strongly linear; linear fits were performed and the resulting
parameters are listed in Table A.16. The same analysis was performed for molecules
without phenyl groups – patterns (1), (3), (5) and (6) – in Figure A.15. For EA2, the trend
is linear but more dispersed while for EA1 the lack of clear trend due to the geometrical
changes of the molecules with a CHD core can be seen.

Two major conclusions can be drawn from Figure 3.6b and the corresponding fits.
First, the slope for EA1 is exactly 1, which shows that the substituents on different cores
have the same impact on EA1 (provided they follow the same substitution patterns as
done in this work). The differences in values must then be ascribed to an intrinsic effect
of the core which is reflected in the intercept (i.e., substituents on a CP molecule yielding
an EA1 of 0 eV, would lead to a molecule with EA1 of 0.39 eV on a CHD core). Note that
it can be excluded that the higher EA1 values of the CHDs are due to the higher number
of substituents, as this would be reflected in the slope. Second, this does not hold for
EA2 where the slope is 0.74, meaning that same substituents have a higher ability with
CP cores to increase EA2. However, the intercept of 0.68 eV implies that the CHD core
intrinsically features a higher EA2, and that the difference between both cores is more
pronounced than for EA1. This higher intrinsic EA2 of CHD cores counterbalances the
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fact that substituents are more effective at increasing EA2 on CP cores. The parame-
ters of this linear fit imply that beyond a DFT-calculated EA2 of 2.61 eV, CP-core-based
molecules become increasingly more advantageous for double doping purposes [116–
118] than their CHD-based analogues, while the reverse is true below 2.61 eV. This value
is higher than all calculated molecules except one, and is well above the DFT-calculated
EA2 of F4-TCNQ and CN6-CP (0.19 and 0.69 eV respectively). Many of the molecules in
this work, with both core types, feature EA2 values higher than F4-TCNQ and CN6-CP
and are, therefore, sufficient to induce double doping to OSCs. It is noted that the pa-
rameters extracted from the fits of Figure 3.6b are qualitatively in line with results of the
past section showing that EA1 and EA2 behave differently across the two cores.

A selection of molecules taken from those calculated thus far and andwhich we regard
as particularly interesting are highlighted in the summary Table 3.3. There, we included
molecules that have been used experimentally for doping OSCs as well as some of the, in
our view, most exciting molecules studied here to facilitate the rational molecular design
of p-dopants featuring both high EA and steric bulk.

First focusing on molecules with a CP core in Table 3.3, by adding phenyl groups
to obtain (Ph)3(CN )3-CP (molecule B) from (CN )6-CP (molecule A in Table 3.3) in or-
der to induce steric bulk, a stark decrease in both EA

pred.
1 and EA2 is obtained. EAs of

sterically-shielded molecules like B can be increased by connecting EWGs on phenyl
groups and, as established above, with the effect of the substituents being decreased by
around half in this configuration; (PhCN )3(CN )3-CP (C) is expected to be very similar
to (F5-Ph)3(CN )3-CP (D) given that half of the Hammett index of a cyano group is very
close to the Hammett index of a perfluorophenyl group (see Tables 3.1 and 3.2), and we
find that this is indeed the case. While the two molecules are very similar, we note that
(D) should, in principle, be more effective at shielding the core in the solid state due
to the higher rotation barrier of perfluorophenyl rings[115] which helps maintaining its
twisting out of the plane defined by the core.

This molecule was synthesized recently [15], where it was demonstrated that the
molecule does not undergo formation of charge transfer complexes while doping OSCs.
Also noting the largely superior (more than twice) Hammett index of cyano groups com-
pared to fluorine atoms and perfluorophenyl groups, the higher EApred.

1 and EA2 of (A)
compared to (D) is not surprising, and naturally suggests tetrafluorocyanophenyl groups
as highly promising substituents. Note that (F4CN -Ph)3(CN )3-CP (E) indeed showcases
an excellent EApred.

1 of 5.59 eV, and has been employed for the doping of relatively high IE
OSCs (5.6 eV). [59, 60] This species approaches what could be considered an ideal dopant
in terms of doping performances, with excellent steric shielding, as well as high EA

pred.
1

and EA2. Its EA
pred.
1 compares for instance favorably with that of (CO2CH3)3(CN )3-CP

(F, with 5.24 eV) and that of analogues derivatives synthesized recently to feature better
solubility than A, [12, 58] while additionally benefiting from steric bulk. The fit of EA1
against the Hammett index for patterns (3) and (6) shown in Figure 3.3b allows us to
calculate a Hammett index for the tetrafluorocyanophenyl group of 0.68± 0.18, which is
similar to that of the cyano group itself.

It is worth pointing out that substituents based on sulfonyl groups emerge as ex-
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Label Name EADFT
1 EADFT

2 EA
pred.
1

A (CN )6-CP 4.97 0.69 5.95
B (Ph)3(CN )3-CP 3.10 -0.38 4.14
C (PhCN )3(CN )3-CP 4.04 0.78 5.05
D (F5-Ph)3(CN )3-CP 4.03 0.27 5.04
E (F4CN -Ph)3(CN )3-CP 4.61 1.16 5.59
F (CO2CH3)3(CN )3-CP 4.24 0.34 5.24
G (PhSO2CN )3(CN )3-CP 4.53 1.46 5.52
H (SO2CN )3(CN )3-CP 5.74 2.02 6.70
I (SO2CN )6-CP 6.57 3.16 7.51
J TCNQ 3.79 -0.30 4.81
K (Ph)4-TCNQ 3.42 0.49 4.45
L (PhCN )4-TCNQ 4.38 1.44 5.37
M (F5-Ph)4-TCNQ 4.68 1.22 5.67
N F4-TCNQ 4.33 0.19 5.30
O (F4CN -Ph)4-TCNQ 5.22 1.81 6.19
P (CN )4-TCNQ 5.04 1.37 6.02
Q (SO2CN )4-TCNQ 5.04 2.37 6.02
R (PhSO2CN )4-TCNQ 4.92 1.77 5.90

Table 3.3: Selected molecules of interest for the discussion of EAs and steric shielding.
Relevant experimentally-characterized species were added for comparison; EApred.

1 values
were calculated as described in the Methodology section, all energies are given in eV.
The color scale reflects the EA

pred.
1 values with a minimum of 4.14 eV (B) in red, the

range of “strong” molecular p-dopants starting around the EA
pred.
1 value of F4-TCNQ

(N) (5.30 eV) in yellow, and the highest derived value of 7.51 eV (I) in green.

tremely promising from our analysis, including triflyl groups (SO2CF3) and, in par-
ticular, sulfonyl cyanide (SO2CN ). Connecting the latter to phenyl groups to obtain
(PhSO2CN )3(CN )3-CP (G) is, in fact, enough to match the EApred.

1 of (E), at 5.52 eV; con-
necting it directly on the CP core to obtain (SO2CN )3(CN )3-CP (H) yields a molecule
with a moderately better EA

pred.
1 (6.70 eV) than (A) (5.95 eV) but an intriguingly much

better EA2. In the same vein, saturating the CP core with such substituents to obtain
(SO2CN )6-CP (I) even leads to a molecule with vastly superior EApred.

1 and EA2. In fact,

(I) has an estimated EA
pred.
1 of 7.51 eV, making it, to the best of our knowledge, by a large

amount the molecule with the highest EA1 proposed in the field. It remains to be seen if
our current attempts to find synthesis routes towards such CP-based dopants comprising
sulfonyl groups will be successful, as those molecules might not have reasonable stabil-
ity, which will be subject to a forthcoming study. There, it is noted that, in direct analogy
to our investigation of substituents bridged through a phenyl group, a single bridging
carbon atom could be used to connect these sulfonyl substituents, slightly increasing the
distance from the core and overall improving the stability of the molecules. This should
lead to much less dramatic decreases of the EAs than bridging through a phenyl group,
although the resulting molecule would not benefit from the added steric shielding.

The well-known CHD-core molecules such as TCNQ (J) and F4-TCNQ (N), which are
planar and not sterically hindered, have EAs that are in fact not comparatively competi-
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tive to other dopants, when considering the color scale in Table 3.3. An analogous analy-
sis can therefore be carried out to improve their properties. TCNQ (J) can be sterically-
shielded by replacing the hydrogen atoms with phenyl groups to obtain (Ph)4-TCNQ

(K) with slightly lower EA
pred.
1 (4.45 instead of 4.81 eV). Synthesis of (K) has been re-

ported [121], but to our knowledge, this species was not yet analyzed regarding its dop-
ing behavior, possibly due to its even lower EApred.

1 than the parent species TCNQ (J),
which itself does not undergo integer charge transfer even with low IE OSCs such as
P3HT [5, 47]. Adding a cyano group to the phenyl on the para position, however, yields
(PhCN )4-TCNQ (L) with much higher EApred.

1 and EA2 than its CP counterpart (B). This
follows our result that molecules with CHD cores have higher EAs than their CP ana-
logues when substituents are connected via phenyl rings, and vice versa without. (L) is
expectedly similar in EAs to (F5-Ph)4-TCNQ (M) as well as F4-TCNQ (N), and could re-
place the latter in practical applications because of its superior steric bulk and lower
diffusibility. On this basis we propose a molecule analogous to (E) but with a CHD
core, (F4CN -Ph)4-TCNQ (O), which is found to feature even better EApred.

1 than (E) with
6.19 eV, again with the benefit of increased steric bulk (because the rings are connected
closer to the core). To our knowledge, this molecule has not yet been synthesized but
based on our results might come close to an ideal p-type dopant in terms of doping per-
formance.

While connecting cyano groups directly to the core to obtain (CN )4-TCNQ (P) yields
comparable characteristics to (A), the substitution of sulfonyl cyanide groups to obtain
(SO2CN )4-TCNQ (Q) does not yield an appreciable increase in EA

pred.
1 , but does instead

provide a large increase in EA2. Following the explanations put forward earlier that
the EA1 values of this substitution pattern are lower than trivially expected due to the
pronounced bending of the core, EA2 values do not suffer that fate. This is because the
neutral molecules experience a significant geometry change by adding an electron (which
restores most of the core planarity), while the geometry changes involved in adding the
second electron to form the radical anion are of much smaller amplitude. In fact, the
penalty on EA

pred.
1 due to core bending is so pronounced here that connecting the same

substituent through phenyl groups to obtain (PhSO2CN )4-TCNQ (R) yields a molecule
with an EA

pred.
1 (5.90 eV) very similar to that of (Q) (6.02 eV). This is despite the reduc-

tion of the EWG effects through the phenyl, while the EA2 of (Q) (2.31 eV) is distinctively
higher than that of (R) (1.77 eV). We note that the absolute EA2 values that we obtain do
not bear direct predictive value (and in practice should be much higher than those calcu-
lated here), as opposed to our EApred.

1 values which are obtained through a careful com-
parison and fitting process to experimental values. Nevertheless, the relative comparison
of the values is reliable, as is typically the case with DFT-based methods, and as expected
from the identical mechanistic and fundamental behaviors of EA1 and EA2 demonstrated
in several Figures of this work.
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3.4 Conclusion

In this work, a series of molecular p-dopants based on CP and CHD cores were in-
vestigated using DFT-based modeling. The systematic comparison of several electron-
withdrawing substituents on the two cores and in different substitution patterns allows
to derive rational dopant design rules through the comparison of group properties and
trends. This approach allows to distinguish the impact of the core from the substituent
and the role of geometric effects from electronic effects in defining EA1 and EA2. Im-
mediate practical results of our study include that electron affinities can be predicted di-
rectly from the substituents’ Hammett parameters, which considerably facilitates dopant
screening prior to synthesis efforts. It enables the proposition of several new molecules
with compelling EA1 and EA2, some of them featuring three-dimensional structures
with a shielded core which should therefore directly translate into higher-performance
dopants in practical applications.

Fundamentally, we demonstrated partial atomic charges on the cores to be the driving
factor of the molecules’ EAs and that the cores behave differently when accepting the first
(EA1) and the second (EA2) electron, directly implying different dopant design rules for
applications involving double doping. To support their experimental analysis via vibra-
tional spectroscopy and assess applicability as dopants in functional structures, we ex-
amined the energy change of cyano vibrations of all molecules in relation to their charge
states. Studying EA2 of these molecules sheds light on the non-linearity of the cyano
vibration energy with the molecular charge, which goes against the still common percep-
tion of cyano vibration shifts being linearly proportional to the molecular charge. Several
species feature a high degree of non-linearity between excess charge on the molecule and
the cyano vibration energy, which is of high relevance to correctly assess the degree of
charge transfer upon doping and to confirm double doping.

Several critical conclusions are reached concerning the relationship between elec-
tronic and geometric factors in the molecular design of dopants. The design of supe-
rior CHD-based dopants is severely limited, because retaining planarity of the core re-
gion is necessary to maintain high EA, but is easily lost for larger substituents. When
the substituents are, however, geometrically decoupled from the core through a phenyl
ring, molecules with a CHD core generally display higher EAs than their CP analogues
allowing us to propose (O) as very promising species for efficient ionization of OSCs.
This behavior is due to a different intrinsic affinity of the core rather than a different
core-substituent interplay. However, decoupling the substituent from the core effectively
lowers the achievable EA, as the electron-withdrawing effect is transmitted through the
phenyl ring which reduces the electronic impact of substituents by about 50%. As op-
posed to CHDs, it is possible to connect substituents directly to the CP cores without
distorting its structure, finally leading to higher EAs, as for example, in species (I) of
record-high EA. For the CHD cores, it is again the core bending which prevents the ana-
logue species (Q) to reach its full potential. Furthermore, EA2 of CP-based molecules is
increasing faster with the electron-withdrawing abilities of the substituents than that of
their CHD-based analogues, although this effect is more than compensated for by the in-
trinsically higher EA2 values found for the CHD core. While both cores allow obtaining
molecules with high EA2, molecules with a CP core shine because of their dramatically
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higher EA1. This is, again, due to the fact that core planarity is maintained even with-
out connecting the substituents through phenyl groups, making such molecules highly
interesting prospects for designing p-dopants with superior single and double electron-
accepting abilities. However, the challenges involved in synthesizing these molecules
should be taken into account. Altogether, in addition to the practical aspects of the
present study, our results can provide a rationale for various fundamental aspects un-
derlying the molecular design and behavior of strong electron acceptors which pave the
way for their optimization through knowledge-based molecular design.
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Chapter 4

Sterically-Hindered Molecular
p-Dopants Promote Integer Charge
Transfer in Organic Semiconductors

Abstract

Molecular p-dopants designed to undergo electron transfer with organic semiconductors
are typically planar molecules with high electron affinity. However, their planarity can
promote the formation of ground-state charge transfer complexes with the semicon-
ductor host and results in fractional instead of integer charge transfer, which is highly
detrimental to doping efficiency. Here, we show this process can be readily overcome by
targeted dopant design exploiting steric hindrance. To this end, we synthesize and char-
acterize the remarkably stable p-dopant 2,2’,2”-(cyclopropane-1,2,3-triylidene)tris(2-
(perfluorophenyl)acetonitrile) comprising pendant functional groups that sterically
shield its central core while retaining high electron affinity. Finally, we demonstrate it
outperforms a planar dopant of identical electron affinity and increases the thin film
conductivity by up to an order of magnitude. We believe exploiting steric hindrance
represents a promising design strategy towards molecular dopants of enhanced doping
efficiency.
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4.1 Introduction

Conjugated organic molecules (COMs) and polymers (COPs) have attractedmuch interest
for their use as organic semiconductors in (opto-)electronic devices including organic
light emitting diodes (OLEDs), [34, 122] photovoltaic cells, [123, 124] transistors, [124–
126] or sensors [127, 128].

Most applications employ layers of electrically doped COMs/COPs, where p-doping
is generally done by adding molecular acceptors of high electron affinity (EA) to promote
electron transfer from the COM/COP, [35, 126] which can be augmented by subsequent
anion exchange with an ionic liquid, as put forward recently. [129] This process of integer
charge transfer (ICT) between p-dopant and COM/COP results in a localized charge on
the dopant forming a radical anion, and a mobile hole in the organic semiconductor host.
It increases its conductivity by several orders of magnitude and concomitantly reduces
charge injection barriers at interfaces to electrodes. [45, 54, 130]

For efficient electron transfer, a common assumption is that the dopant EA must be
equal to or greater than the ionization energy (IE) of the COM/COP. [32, 90, 131] As hole
transport materials in organic electronic devices typically exhibit IEs of > 5.0 eV, efficient
p-dopants require EAs in that range as well. [46, 90] Designing dopants of both high
EA and stability is an ongoing challenge. Much work has been dedicated to derivatives
of tetracyanoquinodimethane (TCNQ, EA = 4.91 eV), where fluorination of the quinoid
core increases EA to 5.01 eV (F2-TCNQ) and 5.31 eV (F4-TCNQ), Figure B.1). [5] More
recently, hexacyano-trimethylenecyclopropane ((CN )6-CP, Figure 4.1) was introduced as
a record strong dopant with an EA of 5.87 eV, thus, in principle, capable of ionizing high-
IE materials, but at the expense of chemical stability in air and solvents. [56, 57, 132] For
practical applicability, derivatives of (CN )6-CP have been presented with cyano-groups
being replaced to form trimethyl 2,2,2-(cyclopropane-1,2,3-triylidene)-tris(cyanoacetate)
(TMCN3−CP, EA = 5.50 eV, Figure 4.1)[58] or the analogous dimethyl (DMCN4−CP,
EA = 5.61 eV, Figure B.1) and monoethyl esters (ECN5−CP, EA = 5.75 eV, Figure B.1).
[12] While they successfully p-dope high-IE copolymers, stability issues remain. [12, 58]

An additional challenge in doping can arise from the molecular shape of the dopants.
In previous work, we established that integer charge transfer (ICT) does not necessarily
happen efficiently upon doping because ground-state charge-transfer complexes (CPXs)
may form instead, where only fractional charge transfer occurs. [5, 46, 47] This is due to
the hybridization of the frontier molecular orbitals of the dopant and COM/COP, where
the lowest unoccupied molecular orbital (LUMO) of the p-dopant and the highest occu-
pied molecular orbital (HOMO) of the COM/COP split into doubly occupied bonding
and empty antibonding supramolecular hybrid orbitals. The latter become the effective
acceptor levels for electron transfer and take over the role of the pristine dopant LUMO,
but are energetically less favorable, which limits their doping efficiency. [3, 46, 64] TCNQ
and its fluorinated derivatives are fully planar dopants and thus highly susceptible to
CPX formation with common COMs [46, 47, 133] and COPs [5, 6, 46, 47, 134] including
the homopolymer poly(3-hexylthiophene-2,5-diyl) (P3HT, IE = 5.21 eV, Figure B.1) [5]
which has been found to show both ICT and CPX formation even with F4-TCNQ of an
EA exceeding the IE of P3HT. [5, 102, 135, 136]

As the energy level splitting between the supramolecular hybrid orbitals upon CPX
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formation depends on the electronic coupling between the dopant and host frontier
molecular orbitals, we earlier proposed reducing their coupling via steric hindrance
to remedy this issue through directed molecular design. [3, 46, 48] We suggested this
can be done by adding bulky and chemically inert side groups to the dopant, which
further helps reduce their unwanted diffusibility through organic semiconductor films.
[68, 76, 137] In addition, it increases the spatial separation between the dopant radical
anion and COM/COP, promoting the formation of delocalized polarons [110]—the ul-
timate goal of molecular doping. Here, we now explore the feasibility of suppressing
CPX formation by exploiting steric hindrance to increase the doping efficiency. We first
analyze several (CN )6-CP derivatives via density functional theory (DFT) modeling and
then synthesize the most promising compound of high EA, which is non-planar, bulky,
and exhibits remarkable chemical stability, even in air. Its doping behavior is juxtaposed
to F2-TCNQ as a fully planar dopant of identical EA, which allows us to isolate the
impact of steric hindrance in molecular doping. We demonstrate that the presence of
bulky side groups that shield the p-dopant LUMO effectively suppresses the adverse
consequences of CPX formation for oligo- and polythiophene. This eventually translates
into enhanced conductivity in doped P3HT films.

4.2 Methods

4.2.1 Materials

The thiophene oligomer 3,3”””,3”””’,3””””,3””””’,4’,4”,4”’-octahexyl 2,2’:5’,2”:5”,2”’:5”’,
2””:5””, 2””’:5””’,2”””:5”””,2”””’:5”””’, 2””””:5””””,2””””’- decithiophene (h10T) was
synthesized according to the method published in earlier work by some of the au-
thors. [133] 2,3,5,6-Tetrafluoro-7,7,8,8-tetracyanoquinodimethane (F4-TCNQ), and
2,5-difluoro-7,7,8,8-tetracyanoquinodimethane (F2-TCNQ) were purchased from Tokyo
Chemical Industry Co., Ltd. (TCI) (all: purity > 98.0%) and used as is. P3HT (MW >
45 kDa; 93% regio-regularity) was used as purchased from Luminescence Technology
Corp. (Lumtec, Taiwan). Potassium iodide (≥ 99.8%) was purchased from Sigma-Aldrich.
Anhydrous chloroform (Sigma-Aldrich, amylenes as stabilizer, purity ≥ 99%), anhydrous
dichloromethane (Sigma-Aldrich, purity ≥ 99.8%), and anhydrous acetonitrile (Sigma-
Aldrich, purity ≥ 99.8%) were used as solvents. Sample preparations and measurements
were performed under an inert atmosphere (N2) in a glovebox (H2O < 0.1 ppm, O2 < 5.0
ppm); all compounds and solvents were stored therein unless stated otherwise.

Pentafluorophenyl acetonitrile (TCI, purity > 97%), perchlorocycloprop-1-ene (Fisher
Scientific, purity 98%), Lithium hydride (Sigma Aldrich, powder, 95%, 30mesh),
1,2-dimethoxyethane (DME) (Sigma Aldrich, anhydrous, 99.5% inhibitor-free), hy-
droboromic acid (Sigma Aldrich, ACS reagent, 48%), nitric acid (Thermo Fisher Sci-
entific, 70%). Dichloromethane, hexane, chloroform, NaSO4 were purchased as ACS
grade from Sigma Aldrich, Thermo Fisher Scientific, and ACP chemical, respectively,
and used without further purification. Distilled water was obtained from an in-house
water distillery. Reactions were carried out in flame-dried glassware under an argon
atmosphere unless otherwise noted.
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4.2.2 Sample preparation

P3HT films doped with F2TCNQ and F4TCNQ: Dopants (0.3 g/L) were dissolved in
chloroform by stirring on a heating plate set to 60 ◦C for 1 h and left to cool at room
temperature for at least 1 h before mixing with P3HT. P3HT (10 g/L) was dissolved in
chloroform directly before application. Blend solutions were mixed to yield ratios of 100,
50, 20, 10, and 5 P3HT repeat units per dopant molecule, i.e., dopant molar ratios of 1%,
2%, 5%, 9%, and 17%, respectively.

P3HT films doped with PFP3CN3-CP: Blend solutions of PFP3CN3 −CP (0.8 g/L)
and P3HT (3 g/L) were mixed to yield ratios of 100, 50, 20, 10, and 5 P3HT repeat units
per dopant molecule, i.e., dopant molar ratios of 1%, 2%, 5%, 9%, and 17%, respectively.

h10T films doped with F2TCNQ: F2-TCNQ (0.3 g/L) was dissolved in chloroform
by stirring on a heating plate set to 60 ◦C, 24 h before mixing blend solutions and used
without cooling to avoid precipitation. h10T (3 g/L) was dissolved directly in chloroform
prior to application. Blend solutions were mixed to yield ratios of 100, 50, 20, 10, and 5
thiophene rings per dopant molecule (to allow for a direct comparison with P3HT), i.e.,
dopant molar ratios of 9%, 17%, 33%, 50%, and 67%.

h10T films doped with PFP3CN3-CP: Blend solutions of PFP3CN3−CP (1 g/L) and
h10T (1 g/L) were mixed to yield a ratio of 100, 50, 20, 10, and 5 thiophene rings per
dopant molecule (for comparison with P3HT), i.e., a dopant molar ratio of 9%, 17%,
33%, 50%, and 67%.

Substrates were cleaned in chloroform, acetone, deionized water, and isopropyl alco-
hol (in that order) for 10 min each in an ultrasonic bath. Substrates were: 1 cm × 0.5
cm × 0.5 mm pieces of n-doped Si wafer (single-side polished; phosphorous-doped) for
grazing-incidence X-ray diffraction (GIXRD) and Atomic Force Microscopy (AFM), 1 cm
× 1 cm × 0.5 mm pieces of undoped Si wafer (double-side polished, prime grade) for
Fourier-transform infrared (FTIR) spectroscopy, 1 cm × 1 cm × 0.5 mm electrically fused
quartz slides for ultraviolet to near-infrared (UV-vis/NIR) spectroscopy, and 1.5 cm ×
2.0 cm glass substrates with each 5 pre-patterned ITO electrodes (Ossila; 42 µm chan-
nel length, 3 cm electrode width) for conductivity measurements. Films for conductivity
measurements and (some supporting) UV-vis/NIR experiments (Figure B.13) were spin-
coated (static dispense, 30 s, 1000 rpm, 150 µL). To increase the signal-to-noise ratio,
films for GIXRD, FTIR, and UV-vis/NIR (Figure 4.3) were drop-cast (50 µL).

4.2.3 Column Chromatography

Compounds were purified using column chromatography on silica-gel (Zeoprep 60 Eco,
40–63 µm, Zeochem AG).

4.2.4 Mass Spectra

High-resolution mass spectra (HRMS) were obtained using a LTQ Orbitrap Velos with
ETD (Thermo Fisher Scientific); exact masses were determined with ESI negative mode
through direction inject of sample in chloroform solution.
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4.2.5 NMR
19F NMR (470 MHz) Spectra were obtained in CD3CN with 500MHz Agilent DD2 NMR
Spectrometer. Spectral features are reported in the following format: chemical shift (δ,
ppm); multiplicity (s singlet, d-doublet, t-triplet, q-quartet, dd-doublet of doublets, m-
multiplet, ddd-doublet of doublets of doublets); coupling constants (J, Hz).

4.2.6 Cyclic Voltammetry

Cyclic voltammetry (CV) was recorded employing a CH Instruments CHI604d potentio-
stat, Ag/Ag+ reference electrode, Pt-wire counter-electrode, glassy carbon working elec-
trode, and a scan rate of 50 mV/s and 100 mV/s under inert N2 atmosphere in the glove-
box. Before each experiment, the glassy carbon working electrode was polished using
1.0, 0.3, 0.05 µm alumina powder, and the counter electrode was polished using 0.05 µm
alumina powder.

First, a background scan was performed to ensure there is no contamination before
adding the analyte. The electrolyte solutions were 0.1 M tetrabutylammonium hexaflu-
orophosphate (n Bu4NPF6) in Dichloromethane (CH2Cl2) for PFP3CN3 − CP and ace-
tonitrile for F2-TCNQ and F4-TCNQ. Reduction potentials were recorded as halfwave
potentials E1/2,red vs. Fc/Fc+ between corresponding anodic and cathodic peak potentials
and referenced to the halfwave potential of ferrocene added internally to the electrolyte.
The energies of the lowest unoccupiedmolecular orbitals (LUMOs) were calculated by us-
ing the equation: ELUMO = −(5.09V+E1/2,red vs. Fc/Fc+). [82] Uncertainties were estimated
as ±0.1 eV following the recommendation by Cardona et al. [82]

4.2.7 UV-vis/NIR and FTIR Spectroscopy

Ultraviolet to near-infrared (UV-vis/NIR) spectroscopy and Fourier-transform infrared
(FTIR) absorbance spectra were recorded on an Agilent (ex. Varian) Cary 5000 and a
Thermo Scientific Nicolet 6700 using a liquid-nitrogen cooled mercury cadmium tel-
luride (MCT) detector; all film samples were kept under inert N2 atmosphere from the
glovebox in custom-built, sealed boxes with quartz and KBr windows, respectively.

Quartz cuvettes [Alpha Nanotech Inc., spectral range 190-2500 nm, path length of
2 mm (0.7 ml)] were used for solution samples of UV-vis/NIR absorbance spectra. The
thicknesses of the spin-coated films (UV-vis/NIR data in Figure S13) were determined by
atomic force microscopy (AFM) on a Bruker Multimode 8HR (under ambient conditions)
with a silicon nitride tip (AppNano ACTA-50, 125 µm × 30 µm × 4.0 µm cantilever, <10
nm tip radius, 14-16 µm tip height, 200-400 kHz, 13-77 N/m) in Tapping Mode.

4.2.8 Conductivity

Conductivity measurements were done using a Keithley 2612B source measure unit em-
ploying an Ossila OFET test board to collect conductance data. The film thickness was
determined by atomic force microscopy (AFM) on a Bruker Dimension Icon (under am-
bient conditions) with a silicon nitride tip (AppNano ACTA, 125 µm × 30 µm × 4.0 µm
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cantilever, <10 nm tip radius, 14-16 µm tip height, 200-400 kHz, 13-77 N/m) in its
proprietary PeakForce Tapping Mode. Channel dimensions were determined using the
optical microscope as part of the same AFM.

4.2.9 GIXRD Experiments

Grazing-incidence X-ray diffraction (GIXRD) data was collected at Canadian Light Source
Saskatoon, SK, Canada on beamline BXDS-IVU employing a Rayonix MX300 detector,
0.92 Å primary beam wavelength, an incidence angle of 0.15◦, and beam dimensions of
100 µm vertical, 2 mm horizontal. The open-source software GIDvis (https://www.if.
tugraz.at/amd/GIDVis/), GPL v3.0, was used for general GIXRD data analysis (trans-
formation into reciprocal space). [87]

4.2.10 AFM

Atomic Force Microscopy (AFM) was performed on a Bruker Multimode 8HR (under am-
bient conditions) with a silicon nitride tip (AppNano ACTA-50, 125 µm × 30 µm × 4.0
µm cantilever, <10 nm tip radius, 14-16 µm tip height, 200-400 kHz, 13-77 N/m) in Tap-
ping Mode. Spin coating of the films was performed using the same parameters as for the
samples on quartz for UV-vis/NIR (Figure B.13).

4.2.11 DFT calculations

DFT calculations were performed within the Gaussian computational package (version
09 revision E.01) [10] using the ωB97x-D functional [119] and 6-31+G(d,p) as the basis
set. Molecular geometries for the neutral and radical anions were optimized, and the
absence of imaginary vibrational frequencies was subsequently verified to confirm the
proper ground state nature of all species. The range separation parameterωwasmodified
using Gaussian’s internal options (IOps) controls and fixed to 0.20 following a tuning
procedure (which coincides with the value by default) for all calculations presented in
the main text. Molecular orbital isosurfaces were drawn using the software Avogadro,
Version 1.2.0. [138]

4.3 Results and discussion

We start by investigating the impact of different substitutions on the electron affinity
(EA) for various (CN )6-CP derivatives (Figure4.1), all of which have a three-dimensional
(3D) shape as inferred from density functional theory (DFT) structure optimizations. We
then benchmark our DFT-calculated EA values (EAcalc) of known molecules against their
reported experimental values (EAexp) to obtain predicted experimental values (EApred,
equation 3.3) in excellent agreement (Table 4.11), which assures reliable predictive power
for the unknown species (see details in the Appendix B.2).
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Figure 4.1: Chemical structures of p-dopants discussed in this work; additional struc-
tures are depicted in Figure B.1.

As expected for its six cyano substitutions (CN )6-CP has the highest EA (Table 4.1
), its EAcalc value is in excellent agreement with that modeled by Karpov et al. (4.87
eV), as is our EApred with their experimental value (EAexp = 5.87 eV). [56] Replac-
ing cyano groups with bulky substituents such as phenyl (Ph) and pentafluorophenyl
(PFP) rings we obtain bulky, 3D dopants where PFP generally provides higher EA due
to the high electronegativity of fluorine. Importantly, with three PFP substitutions,
we obtain 2,2′,2′′-(cyclopropane-1,2,3-triylidene)tris(2-(perfluorophenyl) acetonitrile)
(PFP3CN3−CP, Figure 4.1) and find, for steric reasons, a 3D molecular structure almost
identical to that of the non-fluorinated species Ph3CN3 −CP (see Table B.2 and Figure
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Dopants EAexp (eV) EAcalc (eV) EApred (eV)
CN6-CP 5.87 4.96 5.85

TMCN3-CP 5.50 4.24 5.20
Ph6-CP N/A 1.59 2.83

Ph3CN3-CP N/A 3.10 4.18
PFP6-CP N/A 3.29 4.35

PFP3CN3-CP 5.07 4.03 5.02

Table 4.1: Comparison of DFT-calculated EA values (EAcalc) with experimental (EAexp)
and predicted experimental values (EApred).

B.6), but with an EApred higher by almost 1 eV. Figure 4.2 juxtaposes the isosurface plots
for the LUMOs of (CN )6-CP and PFP3CN3 − CP illustrating how efficiently the PFP
substitutions shield the p-dopant LUMO. Based on its promising 3D structure and high
EA, we selected PFP3CN3−CP for chemical synthesis. We note this dopant is similar to
a commercial one (denoted as PD −A by Merck KGaA) introduced recently [59], which
comprises three 2,3,5,6-tetrafluorobenzonitrile substitutions instead (structure shown in
Figure B.1, our EApred for PD −A is 5.53 eV).

Figure 4.2: Isosurface plots of the exposed and shielded LUMOs of (CN )6-CP (left) and
PFP3CN3−CP (right), respectively; the average twisting angle of the PFP rings is 36.1◦.
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PFP3CN3−CP was synthesized following a reported procedure [4] using tetrachloro-
cyclopropene (1) and pentafluorophenyl acetonitrile (2) (Scheme 4.1). The dopant is iso-
lated by column chromatography and further characterized with HRMS, FTIR, and 19F
NMR (Supporting Information). Cyclic voltammetry (Figure B.11) yields EAexp = 5.07
eV (± 0.1 eV) [82] in excellent agreement with our EApred value of 5.02 eV.
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Scheme 4.1: a. LiH, DME, −5 ◦C to 20 ◦C, 48h. b. HBr, HNO3, Acetic acid, −5 ◦C to 20 ◦C,
2 h. 32% over 2-step.

Next, we systematically compare the doping behavior of PFP3CN3 − CP with that
of F2-TCNQ, a fully planar dopant of the same EAexp, as equally determined by cyclic
voltammetry (5.05 ± 0.1 eV), see Table B.3 and cf. Ref. [52] This allows investigating
whether the shielded LUMO of PFP3CN3−CP and the openly exposed one of F2-TCNQ
translate into a different doping phenomenology. To this end, we used both to p-dope
films of P3HT from a common solution, as charge transfer complex (CPX) formation is
common for this conjugated organic polymer (COP). [5, 102, 135, 136] We performed
ultraviolet-visible-near-infrared absorption spectroscopy (UV-vis/NIR), which has been
extensively employed before to study doping-related charge transfer [3, 5, 42, 47, 56, 57,
102, 132–134]; the results are shown in Figure 4.3.
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Figure 4.3: UV-vis/NIR absorption spectra of dropcast P3HT films doped with increasing
molar ratios of PFP3CN3−CP. Data obtained under identical conditions as in (a). P1 and
P2 indicate optical transitions assigned to the positive polaron in P3HT. [5–8] Stars mark
transitions assigned to the PFP3CN3 − CP radical anions (PFP3CN3 − CP ·−; see Refs.
[3, 5] and Figure B.12, respectively). Transitions of neutral PFP3CN3−CP are assigned
by supporting DFT calculations (Figure B.7 ).
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Pure P3HT has its fundamental absorption at 1.95 eV (onset), broad peaks in the
sub-gap region occurring upon doping are transitions related to positive polarons known
to lie around 0.5 eV (P1) and 1.5 eV (P2). [5–8] For F2-TCNQ doping, we find them
up to 5% dopant loading together with the characteristic transitions of the F2-TCNQ
radical anion (marked with asterisks) [5, 47, 52], which both are indicative of ICT. For
elevated doping ratios (≥ 9%), however, P1 and P2 are attenuated, and two different tran-
sitions are found around 0.8 and 1.3 eV, which are characteristic for the CPX. [5] We
note this is analogous to various systems, including oligo- and polythiophene forming
mixed crystals with the planar TCNQ derivatives. [3, 47, 102] Their solid-state packing
typically exhibits an alternating, cofacial stacking motif [3, 102, 139] that enables pro-
nounced frontier-molecular orbital overlap promoting CPX formation. Importantly, this
process represents a driving force for the formation of such structures as CPX formation
contributes to the overall binding energy. [48]

In marked contrast, and despite its identical EA, PFP3CN3−CP doped P3HT shows
all fingerprints of ICT for the whole range of doping concentrations with no indication
of CPX formation (Figure 4.3b); we note the same is true for spin-coated films (Figure
B.13), for which atomic force microscopy shows smooth films of unaltered morphology
upon doping with PFP3CN3−CP while CPX formation increases the surface roughness
(Figure B.9).

To independently assess the susceptibility of PFP3CN3 − CP to CPX formation, we
further evaluated it in combination with the COM decithiophene (h10T, Figure B.1) for
which we recently showed that ICT occurs alongside CPX formation with F4-TCNQ.
[133] We regard h10T as an excellent model system to probe the ability of a dopant to
hybridize, as it is liquid at room temperature, and, therefore, crystalline order inhibiting
or promoting frontier molecular orbital overlap (as required for CPX formation) can be
excluded. For F2-TCNQ, with its EA insufficient to ionize h10T, we find exclusive CPX
formation inferred from pronounced sub-gap absorption features in UV-vis/NIR, which
are absent for PFP3CN3 − CP (Figure B.14). This demonstrates that CPX formation is
successfully suppressed.
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Figure 4.4: Conductivity of P3HT films doped with F4-TCNQ, F2-TCNQ, and
PFP3CN3 − CP versus the molar doping ratio (%); F4-TCNQ and F2-TCNQ data
taken from our own previous study [5] and obtained under identical conditions as the
PFP3CN3−CP data.

Finally, the conductivity (σ) of doped P3HT films highlights how PFP3CN3 − CP
outperforms the planar dopant (Figure 4.4). At a 1% ratio, σ is even equal to that of
F4-TCNQ-doped P3HT despite the ca. 0.2 eV lower electron affinity (EA) of PFP3CN3−
CP. Given that for F4-TCNQ-doped P3HT essentially all dopants are ionized at low
dopant loading [5, 6, 42], this indicates the same to be true for our dopant as well. At
higher ratios, σ falls behind owing to the lower EA, which can be understood by the oc-
cupation of the Gaussian density of states of dopant and host frontier molecular orbitals.
[46] It dictates that more dopants remain neutral at higher doping ratios as the electron
chemical potential (often referred to as the Fermi energy, EF) is stabilized between these
energies. Note the spectral features of the neutral dopant accordingly become visible for
>5% (Figure 4.3b). In the same vein, this is in line with σ being systematically lower
for F2-TCNQ, which is prone to CPX formation. Again, this is understood from the oc-
cupation of the density of states: the CPX contributes acceptor levels of lower EA, and
therefore, fewer holes are generated in the p-doped organic semiconductor. The (highly
reproducible) non-uniform increase in σ observed for F2-TCNQ can be ascribed to a com-
plex microstructure of the semicrystalline P3HT films forming a mixed crystalline phase
with F2-TCNQ [5]. For PFP3CN3−CP, the dopants are intercalated with the alkyl chains
(see Figures B.17 and B.18 for grazing-incidence X-ray diffraction data).

Most notably, in marked contrast to the parent species (CN )6-CP [56] and TMCN3−
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CP [58], PFP3CN3−CP is highly stable over time, as evident from time-dependent UV-
vis/NIR (Figure B.6) and conductivity (Figure B.7) measurements. Under N2, σ does not
decline (tested for 7 days), only in air it is reduced by about one order of magnitude (see
Figure B.7). We thus speculate shielding the dopant core not only inhibits CPX formation
but also helps maintain its stability in the air. While not the focus of the present study,
we note that exploiting steric hindrance might be equally beneficial for n-doping as well,
where recent breakthroughs paved the way to more efficient n-doping strategies based on
organometallic dimers [140] or transition-metal-catalyzed n-doping. [141]

4.4 Conclusion

To summarize, we have investigated whether shielding the LUMO of a molecular p-
dopant can serve to suppress the formation of ground-state charge transfer complexes
and increase the doping efficiency. To this end, we synthesized the sterically hindered
three-dimensional dopant PFP3CN3−CP and juxtaposed its doping phenomenology to
that of the planar p-dopant F2-TCNQ of the same electron affinity (EA). We find com-
plex formation can indeed be effectively suppressed by this simple design rule leading to
a significant improvement in doping efficiency. In marked contrast to chemically similar
dopants, PFP3CN3−CP is remarkably stable, assumably another side effect of its steri-
cally shielded central core. We consider the exploitation of steric hindrance a promising
general route to more efficient molecular dopants, which are required to achieve maxi-
mum doping response at lower dopant loading so that functional films remain less af-
fected by the presence of dopant radical anions, and the charge carrier mobility is in-
creased.
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Chapter 5

Reversible Dimerization of PFP3CN3-CP

Abstract

We investigate the dimerization behavior of 2,2’,2”-(cyclopropane-1,2,3-triylidene)
tris(2-(perfluorophenyl)acetonitrile) (PFP3CN3 −CP) introduced in Chapter 4. A com-
bination of 19F NMR, Density Functional Theory (DFT) modeling, and Powder X-ray
diffraction (PXRD) is performed to characterize the propensity of PFP3CN3 − CP to
form non-covalent dimers under various conditions. 19F NMR spectroscopy in toluene
and acetonitrile revealed additional peaks at higher concentrations which point towards
a reversible dimerization of the neutral PFP3CN3−CP species. DFT modeling suggests
possible dimer conformations, which is supported by PXRD analysis indicating a hexago-
nal unit cell with a threefold rotational symmetry like the monomer itself, which exhibits
a unit-cell volume that can hold two molecules. These combined results suggest that
PFP3CN3 − CP undergoes neutral dimerization, which is further in line with findings
for differently substituted analogues.

5.1 Introduction

Recently, a study on hexacyano[3]radialene ((CN )6-CP) and related compounds sug-
gested that (CN )6-CPconsistently maintains its status as a free radical anion (i.e.,
non-dimerized) across various solvents (such as acetonitrile, brine (Aq.NaCl), and water)
and at various temperatures.[9] However, substituting cyano groups with ester moi-
eties (resulting in trimethyl 2,2’,2”-(cyclopropane-1,2,3-triylidene)-tris(cyanoacetate)
(TMCN3 − CP) and dimethyl 2,2’-(3-(dicyanomethylene)cyclopropane-1,2-diylidene)-
bis(2-cyanoacetate) (DMCN4 − CP)) improves solubility and facilitates radical anion-
radical anion dimerization.[9]

In contrast to (CN )6-CP, the TMCN3 − CP radical anion has been reported to un-
dergo solvent-dependent dimerization, forming a σ radical-radical dimer in water, which
transforms into a free radical anion upon introduction of organic solvents (acetonitrile,
methanol, or acetone), or to a π radical-radical dimer in brine solutions.[9] However, the
DMCN4−CP radical anion exists as a π radical-radical dimer in aqueous environments
and as a free radical anion in organic solvents (acetonitrile, methanol, or acetone) (Figure
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5.1).
Additionally, Hasan et al., have reported that temperature variations in methanol so-

lution influence the dimerization mode of both TMCN3−CP and DMCN4−CP, in par-
ticular, the presence of a so-called σ radical-radical dimerization mode at low temper-
atures (10°C), which is reported to transform into a π dimerization mode upon heating
(45°C), evidenced by Variable temperature electron paramagnetic spectroscopy (VT-EPR)
measurements.[9] However, this hypothesis is surprising given the high energy require-
ment associated with breaking covalent bonds, i.e., thermal energy provided via heating
a sample to 45°C cannot be expected to be sufficient to break a C-C covalent bond.

The reported mode of radical-radical dimerization is affected by solvent type, temper-
ature, and salt additives[9], which, in turn, represents a way to deliberately manipulate
dimer formation and select between different modes of dimerization. Studying the dif-
ferent dimerization modes of molecules such as TMCN3−CP and DMCN4−CP, which
are used as p-dopants for organic semiconductors (OSCs) in their neutral form, is crucial
since dimerization per se, and different modes of dimerization may significantly impact
the doping behavior of these species. Most obviously, the formation of a dimer between
a dopant radical anion—generated via integer charge transfer in common solution with
the OSC—and a neutral dopant may impact the ability of the latter to undergo charge
transfer itself, e.g., by modifying the energy position of the acceptor electronic states pro-
vided by the neutral dopant. In the same vein, the electronic properties of dopants in
neutral dimers, if formed under certain preparation conditions of doped OSC films may
be modified and their tendency to undergo charge transfer with an OSC may be reduced.

Figure 5.1: The σ and π radical dimerization modes for TMCN3−CP and DMCN4−CP
respectively; R=CO2Me. The figure has been edited and adapted from: Hasan, F., Gillen,
J. H., Jayaweera, A. T., McDearmon Jr., W. D., Winter, A. H., Bejger, C. M. (2023).[9] The
σ dimerization mode forms through a single covalent bond.
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Here, we have investigated the dimerization behavior of PFP3CN3−CP by 19F NMR,
DFT calculations, and PXRD. This p-dopant as discussed in chapter 4 has shown suf-
ficiently high EA to p-dope P3HT without showing evidence of charge complex (CPX)
formation even at high dopant ratios . [15] As reported in chapter 4, the dopant has a
sterically-shielded core, due to the bulky pentafluorophenyl (PFP) rings, which inhibits
the hybridization between frontier molecular orbitals: the HOMO of the OSC, and the
LUMO of the p-dopant.

The 19F-NMR spectra for the neutral PFP3CN3 −CP in acetonitrile and toluene ex-
hibit six dominant peaks, indicating the presence of three additional peaks alongside
the three 19F NMR peaks expected for PFP3CN3 − CP (Figure B.9). This phenomenon
is observed only at high concentrations (30 g/l), whereas diluting the sample (3 g/l) re-
sults in the attenuation of the three additional peaks. This finding suggests that neu-
tral PFP3CN3 − CP undergoes dimerization in solution at high concentrations, a pro-
cess that is reversible upon dilution. This points to non-covalent interactions between
PFP3CN3−CP monomers, ruling out the occurrence of a σ dimerization mode (covalent
bond). Notably, as the practical doping of OSC films happens from a common solution
and dimerization depends on concentration, dimerization is expected upon thin film for-
mation from a common solution (e.g., after spin-coating doped films) when the solvent
evaporates during film formation.

To assess possible modes of dimerization, we performed DFT calculations which re-
veal three possible geometries for the PFP3CN3-CP dimer, highlighting either the π-
dipole (between the PFP rings and CN bonds) or π-π intermolecular interactions be-
tween monomers. Synchrotron PXRD analysis supports these findings, as it shows that
PFP3CN3 − CP crystallizes in a hexagonal unit cell with threefold rotational symmetry
that matches the dimer symmetry, and the unit cell volume is sufficient to accommodate
the dimer.

5.2 Methods

5.2.1 Materials

Anhydrous acetonitrile (Sigma-Aldrich, purity ≥ 99.8%), and anhydrous toluene (Sigma-
Aldrich, purity ≥ 99.8%) were used as solvents. The 2,2’,2”-(cyclopropane-1,2,3-
triylidene)tris(2-(perfluorophenyl)acetonitrile) (PFP3CN3−CP) has been synthesized in
our previous work. [15] Sample preparations and measurements were performed under
an inert atmosphere (N2) in a glovebox (H2O < 0.1 ppm, O2 < 5.0 ppm); all compounds
and solvents were stored therein unless stated otherwise.

5.2.2 Sample preparation

5.2.3 NMR
19F NMR (470 MHz) Spectra were obtained in acetonitrile and toluene with 500MHz
Agilent DD2 NMR Spectrometer. Spectral features are reported in the following format:
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chemical shift (δ, ppm).

5.2.4 DFT calculations

All presented DFT calculations were carried out within Gaussian (version 09 revision
E.01),[10] performed using the ωB97X-D range-separated functional from Chai and
Head-Gordon [119] and the 6-31+G(d,p) basis set. All molecular geometries for the
neutral, radical anionic, and dianionic species have been optimized in the gas phase
as well as in toluene and acetonitrile using the polarizable continuum model (PCM).
Wavefunctions were exported from Gaussian and subsequently used for analyses based
on the charge density using the software Multiwfn [120]. Molecular visualization and
images were obtained using Avogadro 1.2.0. [138].

5.2.5 PXRD

Grazing-incidence X-ray diffraction (GIXRD) data was collected at Canadian Light Source
Saskatoon, SK, Canada on beamline BXDS-IVU employing a Rayonix MX300 detector,
0.92 Å primary beam wavelength, an incidence angle of 0.15◦, and beam dimensions
of 100 µm vertical, 2 mm horizontal. The powder was in 0.4 mm Kapton capillar-
ies. The open-source software GIDvis (https://www.if.tugraz.at/amd/GIDVis/), GPL
v3.0, was used for general GIXRD data analysis (transformation into reciprocal space).
[87] The data was analyzed using the software suite Expo2014 [142] employing the Mc-
Maille 4.0 [143] analysis algorithm implemented therein.

5.3 Results and discussion

Overall, this study shows reversible dimerization of the neutral species for the
PFP3CN3 − CP. First, the 19F NMR in two different organic solvents (toluene and
acetonitrile) in high concentrations (30 g/l) show three extra peaks (δ -136.96, -148.97,
-161.31 in acetonitrile) in addition to the three expected 19F NMR peaks in low con-
centrations (3 g/l) (δ -143.38, -156.20, -163.76 in acetonitrile) (see Figure 5.2). This
finding indicates a reversible neutral-neutral dimerization of PFP3CN3−CP and aligns
with the observation that the dimer peaks shift upfield due to redistribution of electron
density arising from different reasons such as conformational change, intermolecular
interactions, and shielding effect from PFP rings, which all are changing the chemical
environment of the nucleus. Furthermore, as we expected,there is a downfield shift by
changing the solvent from toluene (non-polar) to acetonitrile (polar).
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Figure 5.2: 19F NMR spectrum of PFP3CN3−CP in acetonitrile (dilute (3 g/l) and con-
centrated (30 g/l)) and toluene (concentrated (30 g/l)). The star signs relate to monomers,
and the circle signs rise from dimers in high concentrations.

Our DFT calculations identified three potential dimer conformations for PFP3CN3-
CP by considering the possible types of intermolecular interactions between monomers.
Figure 5.3 presents these conformations: (a) and (b) are face-to-face stacked geometies
that feature intermolecular π-π interactions, while (c) is an arrangement involving
dipole-π interactions between CN bonds and the PFP rings.

We also studied how the polarity of solvents can affect the dimerization modes by
selecting acetonitrile as a polar solvent and toluene as a non-polar solvent. Our calcu-
lations in these two different solvents did not indicate any change in the dimerization
modes of PFP3CN3-CP. In both solvents, we observed dimer conformations (a), (b), and
(c), featuring either π-π or dipole-π intermolecular interactions between the monomers.
The PFP rotation and the dihedral angles between the core and CN bonds for each dimer
conformation are reported below.

Importantly, only the DFT-optimized dimer conformation (b) would be in line with
our experimental 19F NMR results, which would be expected to show six 19F NMR peaks:
three peaks from the non-dimerized species (monomer) and three peaks from the dimer,
which, therefore, must have a fully symmetric structure. Further 19F NMRmeasurements
are necessary to observe changes in 19F NMR peak intensities where the sample is being
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gradually diluted, to conclusively determine whether the fully symmetric dimer config-
uration is the only dominant species or if other dimer modes can occur, which would
provide additional peaks in 19F NMR.
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Figure 5.3: Three different possible dimer conformations for PFP3CN3 − CP based on
our DFT calculations, and their corresponding schematics; R=PFP. The average PFP ring
rotation angle and the dihedral angles between CN and the core are (41◦,9◦), (47◦,1.9◦),
and (45◦,1.3◦) respectively for (a), (b), and (c) in the gas phase.

To further assess the hypothesis of dimer formation in dense solution we aimed to
investigate the solid-state structure of PFP3CN3−CP. The finding of a crystal structure
comprising a dimerized structure, e.g., of sandwich herringbone type, would provide
strong support for the above interpretation of the19F NMR data as being indicative of
(reversible) dimerization in dense solution. To this end, first, we dissolved 10 mg of the
PFP3CN3−CP in 5 ml of chloroform and then added 10 ml methanol slowly to the vial
to grow macroscopic single crystals of PFP3CN3 −CP for crystal-structure solution via
single-crystal X-ray diffraction. However, despite week-long efforts of trying to crystallize
PFP3CN3−CP no notable crystals could be obtained. Therefore, we performed powder
X-ray diffraction of the source material at the Canadian Light Source to gain insight into
the solid-state packing; the data is shown in Figure5.4 in angular (2θ) and reciprocal
(Å−1) units.

The unit-cell determination algorithm yielded a hexagonal unit cell solution with unit
cell parameters of a = 13.40Å, b = 13.40Å, c = 8.93Å, γ = 120◦, with a cell volume of
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1388.96Å3, with a high M20-quality metric of the structure solution of 46.36. Given
that the Van der Waals volume of a single PFP3CN3 − CP molecule is 586.094Å3, the
volume would be well compatible with two molecules per unit cell. The hexagonal unit
cell is a very plausible solution for the given compound as its symmetry is compatible
with the threefold rotational symmetry of the PFP3CN3 − CP molecule, as well as the
DFT-optimized dimer conformations (a) and (b).

Currently, in an ongoing collaboration with Prof. Mihails Arhangelskis (Faculty of
Chemistry, University of Warsaw, Poland) the modeling of the molecular orientation in
the experimentally determined unit cell is being attempted using force field calculations.
To this end, both the optimized structure of the single PFP3CN3 −CP molecule is used
and two suchmolecules are being put into the unit cell and treated as rigid bodies, as well
as the DFT-optimized dimers are used as starting geometries for modeling the structure
solution.
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Figure 5.4: Powder X-ray Diffraction (PXRD) pattern of PFP3CN3−CP showing the in-
tensity (in arbitrary units) as a function of the scattering vector qz (corresponding to spe-
cific d-spacings)

5.4 Conclusion

In conclusion, our study provides strong evidence for the dimerization of PFP3CN3-CP in
solution at higher concentrations. The 19F NMR analysis in various solvents (toluene and
acetonitrile) revealed additional peaks alongside the expected ones, with these supple-
mentary peaks becoming more pronounced at higher concentrations. Our findings sug-
gest the occurrence of reversible neutral-neutral dimerization of PFP3CN3-CP in dense
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solution.
DFT calculations support this hypothesis by identifying three possible dimer confor-

mations for PFP3CN3-CP, featuring either intermolecular π-π or dipole-π interactions.
Among these, conformation (b) is consistent with the 19F NMR data, indicating that the
π-π dimerization mode is the most plausible in solution.

Further 19F NMR experiments are required to confirm the final dimer conformation
and to explore any potential transitions between conformations as the concentration is
varied. Monitoring the changes in peak intensities upon gradual dilution would be espe-
cially useful in refining our understanding of the dimerization process.

Additionally, to independently assess the plausibility of dimerization, synchrotron
PXRD data provided structural insights, suggesting that PFP3CN3-CP crystallizes in the
hexagonal crystal class, compatible with the threefold rotational symmetry observed in
DFT-optimized conformations (a) and (b). Based on the unit cell volume, we infer that
one dimer per unit cell exists in the crystalline state, further supporting the conclusion
that PFP3CN3-CP, similar to its analogues, tends to dimerize, here in the form of a dimer
formed by neutral molecules in a dense solution, which might translate into the solid
state.

76



Chapter 6

Conclusion

The work (chapters 3, 4 and 5) presented in this thesis brings together comprehensive
studies on molecular p-dopants and the role of steric hindrance in enhancing p-doping
efficiency. By leveraging density functional theory (DFT) calculations, along with var-
ious spectroscopic and electrical characterization techniques, we have contributed new
insights into the fundamental aspects of the p-dopant design.

First, chapter 3, provides a comprehensive analysis of the interplay between elec-
tronic and geometric effects in the design of molecular p-dopants based on cyclohexadi-
ene (CHD) and cyclopropane (CP) cores. By systematically comparing various electron-
withdrawing substituents on the two cores with different substitution patterns, we de-
rived rational design principles for p-dopants. This approach enabled us to separate the
influence of the core from the substituent and distinguish the geometric effects from the
electronic effects in determining EA1 and EA2. A key outcome of this work is that electron
affinities can be directly predicted from the Hammett parameters of the substituents, sig-
nificantly streamlining the screening of p-dopants before synthesis. Fundamentally, we
demonstrated that partial atomic charges on the cores are the primary factor driving the
electron affinities of the molecules. The design of highly efficient CHD-based p-dopants
is constrained by the need to retain core planarity for high electron affinity, which is
easily disrupted by bulky substituents. However, when the substituents are geometri-
cally decoupled from the core via a phenyl ring, CHD-based dopants typically exhibit
higher electron affinities than their CP analogues. This distinction arises from the intrin-
sic affinity of the core rather than a specific core-substituent interaction. However, this
decoupling reduces the electron-withdrawing effect of the substituent, lowering achiev-
able electron affinities by around 50%. Unlike CHD cores, CP cores can accommodate
direct substituent connections without distorting their structure, leading to higher elec-
tron affinities. Furthermore, while EA2 of CP-based molecules increases more rapidly
with electron-withdrawing substituents than their CHD analogues, this effect is offset by
the higher intrinsic EA2 values of CHD cores. Despite both cores being capable of yield-
ing molecules with high EA2, CP-based molecules excel due to their significantly higher
EA1, as their core planarity is preserved without requiring phenyl rings. These findings
reveal the potential of CP-based molecules for designing p-dopants with superior sin-
gle and double electron-accepting abilities. This study offers practical insights into the
design of strong electron acceptors and provides a deeper understanding of the molecu-
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lar factors, which guids future optimization efforts through knowledge-based molecular
design.

Second, chapter 4, addresses the challenges associated with p-doping efficiency.
The conventional approach of using planar dopants with high EAs has been shown
to lead to the formation of ground-state charge transfer complexes (CPX), hindering
integer charge transfer (ICT) and compromising doping efficiency. To overcome this
limitation, it is hypothesized that steric hindrance in dopant design can suppress CPX
formation and promote ICT. A novel three-dimensional dopant, 2,2’,2”-(cyclopropane-
1,2,3-triylidene)tris(2-(perfluorophenyl)acetonitrile) (PFP3CN3 − CP), with pendant
functional groups that shield its central core while maintaining high electron affinity
is synthesized. The study demonstrates that incorporating steric hindrance in dopant
design effectively suppresses CPX formation. This is experimentally validated through
the comparison with an equally strong planar dopant, F2-TCNQ. The remarkable
stability exhibited by PFP3CN3 −CP over time, further adds to its appeal as a promis-
ing molecular p-dopant. The steric hindrance in PFP3CN3 − CP not only enhances
doping efficiency but also helps the stability issues commonly associated with similar
dopants. Furthermore, this improvement in doping efficiency is further highlighted by
an order-of-magnitude increase in thin film conductivity compared to the planar dopant;
F2-TCNQ. This study highlights the potential of a steric hindrance as a general and
promising route for designing efficient molecular p-dopants in OSCs.

Third, chapter 5, explores the dimerization behavior of PFP3CN3−CP using a combi-
nation of 19F NMR spectroscopy, DFT,and Powder X-ray Diffraction (PXRD). This study
proves that PFP3CN3-CP undergoes reversible neutral-neutral dimerization in dense so-
lutions. Through 19F NMR spectroscopy in both toluene and acetonitrile, the appearance
of additional peaks at high concentrations, points to the formation of dimers. Com-
plementary DFT calculations identified three possible dimer conformations, highlight-
ing the presence of either π-π stacking or dipole-π intermolecular interactions between
monomers. Additionally, synchrotron PXRD data further validated these conclusions
by demonstrating that PFP3CN3-CP crystallizes within a hexagonal unit cell, consis-
tent with the molecule’s threefold rotational symmetry. The combination of 19F NMR,
DFT modeling, and PXRD provides compelling evidence for the neutral dimerization
of PFP3CN3-CP. Although these findings provide strong insights into the dimerization
behavior of PFP3CN3-CP, further 19F NMR experiments are essential to confirm the dom-
inant dimer conformation and to track any transitions between dimer conformations as a
function of concentration.

In conclusion, this thesis provides a valuable contribution to the more efficient molec-
ular p-doping of organic semiconductors. The findings not only improve our understand-
ing of the intricate balance between molecular structure and electronic properties but
also offer practical strategies for developing p-dopants with enhanced efficiency. Future
studies could focus on the synthesis of other potential p-dopants that are proposed in
the thesis, to optimize doping efficiency and investigate their performance in organic
semiconductors and model devices. Another promising direction for future research is
examining the feasibility of potential p-dopants for double doping, as inferred from the
DFT modeling study presented. This approach could involve the use of relevant organic
semiconductors such as P3HT and more recent and application relevant conjugated poly-
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mers to enhance charge transport properties and improve the device performance while
retaining low dopant loading.
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[139] T. Salzillo, M. Masino, G. Kociok-Köhn, D. Di Nuzzo, E. Venuti, R. G. Della Valle,
D. Vanossi, C. Fontanesi, A. Girlando, A. Brillante, and E. Da Como, “Structure,
Stoichiometry, and Charge Transfer in Cocrystals of Perylene with TCNQ-Fx,” Crys-
tal Growth & Design, vol. 16, no. 5, pp. 3028–3036, May 2016.

[140] S. K. Mohapatra, S. R. Marder, and S. Barlow, “Organometallic and organic dimers:
Moderately air-stable, yet highly reducing, n-dopants,” Accounts of Chemical
Research, vol. 55, no. 3, pp. 319–332, 2022, pMID: 35040310. [Online]. Available:
https://doi.org/10.1021/acs.accounts.1c00612

[141] H. Guo, C. Yang, X. Zhang et al., “Transition metal-catalysed molecular n-doping
of organic semiconductors,” Nature, vol. 599, pp. 67–73, 2021. [Online]. Available:
https://doi.org/10.1038/s41586-021-03942-0

[142] A. Altomare, C. Cuocci, C. Giacovazzo, A. Moliterni, R. Rizzi, N. Corriero, and
A. Falcicchio, “EXPO2013: a kit of tools for phasing crystal structures from
powder data,” Journal of Applied Crystallography, vol. 46, no. 4, pp. 1231–1235,
Aug 2013. [Online]. Available: https://doi.org/10.1107/S0021889813013113

[143] A. L. Bail, “Monte carlo indexing with mcmaille,” Powder Diffraction, vol. 19, pp.
249–254, 2004.

[144] U. Salzner and A. Aydin, “Improved prediction of properties of -conjugated
oligomers with range-separated hybrid density functionals,” Journal of Chemical
Theory and Computation, vol. 7, no. 8, pp. 2568–2583, 2011.

93

https://doi.org/10.1021/acs.jpclett.1c02281
https://doi.org/10.1021/acs.jpclett.1c02281
https://doi.org/10.1021/acs.jpclett.1c02281
https://doi.org/10.1021/acs.chemmater.9b01549
https://doi.org/10.1021/acs.chemmater.9b01549
https://doi.org/10.1021/acs.macromol.9b02263
https://doi.org/10.1021/acs.macromol.9b02263
https://doi.org/10.1063/1.3213547
https://doi.org/10.1063/1.3213547
https://doi.org/10.1063/1.3213547
https://doi.org/10.1186/1758-2946-4-17
https://doi.org/10.1186/1758-2946-4-17
https://doi.org/10.1021/acs.cgd.5b01663
https://doi.org/10.1021/acs.cgd.5b01663
https://doi.org/10.1021/acs.accounts.1c00612
https://doi.org/10.1021/acs.accounts.1c00612
https://doi.org/10.1021/acs.accounts.1c00612
https://doi.org/10.1038/s41586-021-03942-0
https://doi.org/10.1038/s41586-021-03942-0
https://doi.org/10.1038/s41586-021-03942-0
https://doi.org/10.1107/S0021889813013113
https://doi.org/10.1107/S0021889813013113
https://doi.org/10.1107/S0021889813013113
https://doi.org/10.1021/ct2003447
https://doi.org/10.1021/ct2003447


[145] T. Vikramaditya and S. Lin, “Assessing the role of hartree-fock exchange,
correlation energy and long range corrections in evaluating ionization potential,
and electron affinity in density functional theory,” Journal of Computational
Chemistry, vol. 38, pp. 1844 – 1852, 2017. [Online]. Available: https:
//api.semanticscholar.org/CorpusID:206037101

[146] T. Körzdörfer and J.-L. Brédas, “Organic electronic materials: Recent advances in
the dft description of the ground and excited states using tuned range-separated
hybrid functionals,” Accounts of Chemical Research, vol. 47, no. 11, pp. 3284–3291,
2014, pMID: 24784485. [Online]. Available: https://doi.org/10.1021/ar500021t

[147] C. Halsey-Moore, P. Jena, and J. T. McLeskey, “Tuning range-separated dft
functionals for modeling the peak absorption of meh-ppv polymer in various
solvents,” Computational and Theoretical Chemistry, vol. 1162, p. 112506,
2019. [Online]. Available: https://www.sciencedirect.com/science/article/pii/
S2210271X19302002

[148] L. N. Anderson, M. B. Oviedo, and B. M. Wong, “Accurate electron affinities
and orbital energies of anions from a nonempirically tuned range-separated
density functional theory approach,” Journal of Chemical Theory and Computation,
vol. 13, no. 4, pp. 1656–1666, 2017, pMID: 28339200. [Online]. Available:
https://doi.org/10.1021/acs.jctc.6b01249

[149] M. Brinkmann, “Structure and morphology control in thin films of regioregular
poly(3-hexylthiophene),” Journal of Polymer Science Part B: Polymer Physics, vol. 49,
no. 17, pp. 1218–1233, Sep. 2011.

[150] I. F. Perepichka and D. F. Perepichka, Handbook of Thiophene-Based Materials: Ap-
plications in Organic Electronics and Photonics. Chichester, U.K: Wiley, 2009.
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Appendix A

Supporting Information of chapter 3

A.1 Predicted EAs

The linear fit of experimental against computational EA1 is shown in Figure A.1 and
allows to calculate EA

pred.
1 in the main text. Computational EA1 values are calcu-

lated at the same level of theory as described in the main text. Molecules included in
the fit are the following: (CN )6-CP, (CO2CH2CH3)(CN )5-CP, (CO2CH3)3(CN )3-CP,
(F5-Ph)3(CN )3-CP, F4-TCNQ, F2-TCNQ, F-TCNQ, and TCNQ. The experimental
values for Fx-TCNQ were taken from Ref .[52], and, for the other molecules, from their
corresponding references as provided in the Introduction of the Main Text.
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Figure A.1: Experimental against computational EA1 for selected molecules. The slope
(0.97) and intercept (1.13) of the linear fit have been used to calculate EApred.

1 in the main
text.
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A.2 Geometrical considerations

The effect of the number of substituents on CHD cores with phenyl groups (i.e. a missing
pattern (8)) was not explored in this work. Such molecules have an out-of-plane offset
between the phenyl rings which leads to a large number of possible molecular confor-
mations that also depends on the charge state. This makes the process of investigating a
large number of molecules extremely tedious and defeats the purpose of this work. Some
of these conformations are shown in Figure A.2.

Figure A.2: Example conformations of (Ph)8-CHD.
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Furthermore, as mentioned in the main text, patterns (1) and (5) lead to many
molecules with pronounced core bending in the neutral state. Two main conformations
are found for these: boat-like and chair-like. In all cases, boat-like conformations have
lower energies, as exemplified below in Figure A.3 for (SO2F)4-TCNQ.

Figure A.3: Example of a) boat and b) chair conformations for neutral (SO2F)4-TCNQ
molecule.
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For molecules following pattern (2), such as exemplified with (PhSO2CF3)4-TCNQ,
three different conformations are possible, based on the orientation of the substituents
on the phenyl group with respect to each other. We again picked the most symmetric
configurations in this work (corresponding to Figure A.4 a), as it is the lowest energy
solution.

Figure A.4: Conformations of (PhSO2CF3)4-TCNQ. Panel a) is the lowest energy confor-
mation.
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A.3 Molecular descriptors

Name Hammettindex EA1 EA2 AIM(0,1) AIM(-1,2)
(SO2H)4-TCNQ 5.08 4.64 1.70 0.18207 -0.05543
(SO2F)4-TCNQ 5.86 4.74 1.77 -0.01717 0.02712

(SO2CN )4-TCNQ 7.16 5.04 2.37 -0.03907 -0.05113
(SO2Cl)4-TCNQ 7.06 4.59 1.89 -0.02443 -0.03180
(SO2CH3)4-TCNQ 5.08 3.67 1.35 -0.05100 -0.06010
(SO2CF3)4-TCNQ 6.02 4.49 1.99 -0.03503 -0.04753
(COCH3)4-TCNQ 4.20 4.22 0.73 0.00224 -0.00275
(COCF3)4-TCNQ 5.30 4.73 1.57 0.02978 0.02165
(CO2CH3)4-TCNQ 4.08 4.17 0.50 0.04668 0.03562
(CO2CF3)4-TCNQ 5.18 4.84 1.29 0.04482 0.04091
(CH3)4-TCNQ 2.64 4.07 0.22 0.01763 0.00053
(CF3)4-TCNQ 4.38 4.03 1.02 0.05680 0.04276
(Ph)4-TCNQ 2.54 3.42 0.49 0.01214 -0.00229

(F5-Ph)4-TCNQ 3.50 4.68 1.22 0.06243 0.05036
(CH3)8-CHD 0.40 -0.39 -3.47 -0.02554 -0.04108
(CF3)8-CHD 3.88 2.86 0.78 0.05851 0.05427
(CN )4-TCNQ 4.88 5.04 1.37 0.10296 0.08950
(Ph)8-CHD 0.20 2.08 -0.61 -0.01815 -0.02459

(F5-Ph)8-CHD 2.12 3.54 0.88 0.03310 0.04093
(F4CN -Ph)4-TCNQ N/A 5.22 1.81 0.06223 0.05141

TCNQ 2.44 3.79 -0.30 0.12422 0.00416
F4-TCNQ 3.24 4.33 0.19 0.44907 0.40762

Table A.1: Molecular descriptors of patterns (1) and (5). EA1 and EA2 are provided
in eV, AIM represents the sum of partial atomic charges on core atoms calculated from
the quantum theory of atoms in molecules for neutral (AIM(0,1)) and radical anionic
(AIM(-1,2)) molecules, the charge is given in fraction of the elementary charge e.

Name Hammettindex EA1 EA2 AIM(0,1) AIM(-1,2)
(PhSO2H)4-TCNQ 5.08 4.58 1.40 0.01525 0.00146
(PhSO2F)4-TCNQ 5.86 4.77 1.59 0.01589 0.00422

(PhSO2CN )4-TCNQ 7.16 4.92 1.77 0.01584 0.00341
(PhSO2Cl)4-TCNQ 7.06 4.75 1.58 0.01607 0.00337
(PhSO2CH3)4-TCNQ 5.08 4.46 1.29 0.01483 0.00185
(PhSO2CF3)4-TCNQ 6.02 4.75 1.57 0.01621 0.00332
(PhCOCH3)4-TCNQ 4.20 4.04 0.92 0.01327 0.00013
(PhCOCF3)4-TCNQ 5.30 4.36 1.45 0.01543 0.00139
(PhCO2CH3)4-TCNQ 4.08 3.79 0.92 0.01371 -0.00090
(PhCO2CF3)4-TCNQ 5.18 4.35 1.45 0.01548 0.00166
(PhCH3)4-TCNQ 2.64 3.44 0.30 0.01227 -0.00260
(PhCF3)4-TCNQ 4.38 4.11 1.15 0.01487 0.00018
(PhCN )4-TCNQ 4.88 4.38 1.44 0.01416 -0.00030

Table A.2: Molecular descriptors of pattern (2). Content follows Table A.1.
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Name Hammettindex EA1 EA2 AIM(0,1) AIM(-1,2)
(SO2H)3(CN )3-CP 3.69 5.20 1.17 0.02285 -0.01643
(SO2F)3(CN )3-CP 4.40 5.45 1.57 0.04102 0.02800

(SO2CN )3(CN )3-CP 5.37 5.74 2.02 0.03341 0.02545
(SO2Cl)3(CN )3-CP 5.30 5.37 1.70 0.04164 0.03032
(SO2CH3)3(CN )3-CP 3.81 4.73 0.87 0.02034 0.00673
(SO2CF3)3(CN )3-CP 4.52 5.38 1.59 0.04295 0.03086
(COCH3)3(CN )3-CP 3.15 4.23 -0.17 0.01208 0.00080
(COCF3)3(CN )3-CP 3.98 5.13 1.25 0.02208 0.01301
(CO2CH3)3(CN )3-CP 3.06 4.24 0.34 0.00833 -0.00404
(CO2CF3)3(CN )3-CP 3.89 5.14 1.40 0.01319 0.00429
(CH3)3(CN )3-CP 1.98 2.73 -1.60 -0.04040 -0.05802
(CF3)3(CN )3-CP 3.29 4.47 0.16 0.01080 -0.01000
(Ph)3(CN )3-CP 1.91 3.10 -0.38 -0.03903 -0.05051

(F5-Ph)3(CN )3-CP 2.63 4.03 0.27 0.00392 -0.01369
(CH3)6-CP 0.30 -0.03 -4.05 -0.10521 -0.11886
(CF3)6-CP 2.91 4.02 -0.24 0.00707 -0.00740
(CN )6-CP 3.66 4.97 0.69 0.01813 -0.00164
(Ph)6-CP 0.15 1.59 -1.41 -0.09826 -0.10470

(F5-Ph)6-CP 1.59 3.29 0.07 -0.01349 -0.02231
(SO2F)6-CP 5.13 6.03 2.38 0.05735 0.05872

(SO2CN )6-CP 7.08 6.57 3.16 0.05389 0.05852
(SO2Cl)6-CP 6.93 5.75 2.49 0.05968 0.06455

(F4CN -Ph)3(CN )3-CP N/A 4.605 1.163 0.00718 -0.00652
(CO2CH3)2(CN )4-CP 3.26 4.473 0.408 0.01245 -0.00377
(CO2C2H5)(CN )5-CP 3.46 4.691 0.54 0.01632 -0.00231

Table A.3: Molecular descriptors of patterns (3) and (6). Content follows Table A.1.

Name Hammettindex EA1 EA2 AIM(0,1) AIM(-1,2)
(PhSO2H)3(CN )3-CP 3.69 4.10 0.93 -0.03366 -0.04440
(PhSO2F)3(CN )3-CP 4.40 4.34 1.21 -0.03242 -0.04308

(PhSO2CN )3(CN )3-CP 5.37 4.53 1.46 -0.03187 -0.04216
(PhSO2Cl)3(CN )3-CP 5.30 4.34 1.30 -0.03239 -0.04274
(PhSO2CH3)3(CN )3-CP 3.81 3.94 0.79 -0.03461 -0.04550
(PhSO2CF3)3(CN )3-CP 4.52 4.33 1.25 -0.03198 -0.04250
(PhCOCH3)3(CN )3-CP 3.15 3.60 0.45 -0.03628 -0.04615
(PhCOCF3)3(CN )3-CP 3.98 4.10 1.07 -0.03319 -0.04278
(PhCO2CH3)3(CN )3-CP 3.06 3.58 0.43 -0.03629 -0.04653
(PhCO2CF3)3(CN )3-CP 3.89 4.06 1.02 -0.03347 -0.04343
(PhCH3)3(CN )3-CP 1.98 2.97 -0.46 -0.04044 -0.05169
(PhCF3)3(CN )3-CP 3.29 3.77 0.44 -0.03487 -0.04608
(PhCN )3(CN )3-CP 3.66 4.04 0.78 -0.03517 -0.04597

(PhF)6-CP 1.20 1.95 -1.08 -0.09949 -0.1068
(PhCF3)6-CP 2.91 2.66 0.00 -0.09144 -0.09839
(PhCCl3)6-CP 2.58 2.75 0.19 -0.09188 -0.09674
(PhCBr3)6-CP 1.71 2.77 0.17 -0.09207 -0.09768

(PhCO2CH3)6-CP 2.46 2.38 -0.23 -0.0928 -0.09706
(PhOH)6-CP -0.75 1.48 -1.53 -0.1031 -0.10685

Table A.4: Molecular descriptors patterns (4) and (7). Content follows Table A.1.
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A.4 Hammett indices predict electron affinities

In this section, individual plots of EA1 and EA2 against the Hammett index are shown
for all molecular patterns (1)-(7) (Figures A.5-A.8). The fit parameters are reported in
Table A.5. EA1 and EA2 of the molecules can be predicted with their corresponding
Hammett values based on the fit parameters. This is done by multiplying the slope with
the Hammett index, and adding the intercept. Taking for example (PhSO2H)4-TCNQ,
belonging to pattern (2), an EA1 value of 5.08 * 0.33 + 2.8 = 4.48 eV is found, in good
agreement with the value of 4.58 eV calculated using DFT.
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Figure A.5: Impact of the Hammett index on a) EA1 and b) EA2 of molecules following
substitution patterns (1) and (5).
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Figure A.7: Impact of the Hammett index on a) EA1 and b) EA2 of molecules following
substitution patterns (3) and (6).

�� 0 1 2 3 4 5 6
��

��

0

1

2

3

4

5

�� 0 1 2 3 4 5 6
��

��

0

1

2

3

4

5

 Pattern (4,7)

E
A

1 (
eV

)

Hammett index

a)

 Pattern (4,7)

E
A

2 (
eV

)

Hammett index 

b)

Figure A.8: Impact of the Hammett index on a) EA1 and b) EA2 of molecules following
substitution patterns (4) and (7).
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Substitution pattern Slope Intercept R2

EA1
1,5 0.49 ± 0.10 1.92 ± 0.44 0.574
2 0.33 ± 0.04 2.68 ± 0.19 0.883
3,6 0.78 ± 0.07 1.63 ± 0.20 0.832
4,7 0.57 ± 0.05 1.65 ± 0.17 0.878

EA2
1,5 0.56 ± 0.08 -1.47 ± 0.35 0.727
2 0.29 ± 0.04 -0.21 ± 0.20 0.845
3,6 0.81 ± 0.08 -2.28 ± 0.31 0.829
4,7 0.54 ± 0.04 -1.26 ± 0.13 0.915

Table A.5: Linear fit parameter (slope, intercept, and R2 values) of the EAs against the
Hammett index. Patterns (1) and (5) are CHDs without phenyl, patterns (3) and (6) are
CPs without phenyl, patterns (4) and (7) are CPs with phenyl, pattern (2) is CHDs with
phenyl. The standard errors of the parameters are reported as ± values.
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A.5 Relation between atomic charge on the core and elec-
tron affinity

In this section, individual plots of EA1 and EA2 against the sum of partial atomic charges
of core atoms determined via the quantum theory of atoms in molecules (QTAIM) are
shown for all molecular patterns (1)-(7) (Figures A.9-A.12). The fit parameters are re-
ported in Table A.6.
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Figure A.9: Impact of the partial atomic charges of core atoms on EAs of molecules
following substitution patterns (1) and (5). a) Impact of the charge in neutral molecules
on EA1. b) Impact of the charge in radical anionic atoms on EA2.
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Figure A.10: Impact of the partial atomic charges of core atoms on EAs of molecules
following substitution patterns (3) and (6). a) Impact of the charge in neutral molecules
on EA1. b) Impact of the charge in radical anionic atoms on EA2.
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Figure A.12: Impact of the partial atomic charges of core atoms on EAs of molecules
following substitution patterns (4) and (7). a) Impact of the charge in neutral molecules
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Substitution pattern Slope Intercept R2

EA1
1,5 2.27 ± 2.54 3.88 ± 0.29 0.038
2 323.69 ± 44.22 -0.45 ± 0.66 0.830
3,6 33.72 ± 1.76 4.16 ± 0.07 0.941
4 172.04 ± 11.27 9.89 ± 0.39 0.955
7 105.90 ± 11.45 12.43 ± 1.09 0.955

EA2
1,5 -0.72 ± 2.80 0.87 ± 0.29 0.003
2 173.18 ± 28.50 1.07 ± 0.01 0.770
3,6 31.77 ± 2.52 0.74 ± 0.11 0.873
4 193.57 ± 12.11 9.50 ± 0.54 0.959
7 140.72 ± 22.13 13.74 ± 2.23 0.909

Table A.6: Linear fit parameters (slope, intercept, and R2 values) of the EAs against the
sum of partial atomic charges of core atoms. Patterns (1) and (5) are CHDs without
phenyl, patterns (3) and (6) are CPs without phenyl, patterns (4) and (7) are CPs with
phenyl, pattern (2) is CHDs with phenyl. The standard errors of the parameters are
reported as ±.
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A.6 Cyano vibrational modes

Name CN(0,1) CN(-1,2) CN(-2,1)
(SO2H)4-TCNQ 2279.0 2224.6 2152.5
(SO2F)4-TCNQ 2281.8 2241.5 2179.6

(SO2CN )4-TCNQ 2280.0 2265.7 2217.2
(SO2Cl)4-TCNQ 2279.1 2182.9 2179.1
(SO2CH3)4-TCNQ 2281.3 2169.3 2125.4
(SO2CF3)4-TCNQ 2278.6 2183.9 2182.0
(COCH3)4-TCNQ 2274.6 2186.8 2117.0
(COCF3)4-TCNQ 2269.0 2199.8 2156.9
(CO2CH3)4-TCNQ 2268.3 2184.5 2125.8
(CO2CF3)4-TCNQ 2278.2 2167.5 2139.1
(CH3)4-TCNQ 2251.9 2168.8 2105.5
(CF3)4-TCNQ 2277.9 2213.9 2140.1
(Ph)4-TCNQ 2249.8 2176.4 2115.3

(F5-Ph)4-TCNQ 2257.4 2183.6 2137.5
(F4CN -Ph)4-TCNQ 2260.0 2213.1 2183.8

(CH3)8-CHD N/A N/A N/A
(CF3)8-CHD N/A N/A N/A
(CN )4-TCNQ 2271.0 2211.5 2160.3
(Ph)8-CHD N/A N/A N/A

(F5-Ph)8-CHD N/A N/A N/A
TCNQ 2264.5 2183.1 2110.9

F4-TCNQ 2272.9 2196.3 2138.7

Table A.7: Highest-energy cyano vibrational mode of molecules following substitution
patterns (1) and (5). Energy is given in wavenumber (cm−1). Where applicable, the vibra-
tion that belongs to isolated cyano groups and not to cyano groups on substituents were
selected. (0,1) represents neutral molecules, (-1,2) represents radical anionic molecules,
and (-2,1) represents dianionic molecules. The energies of the cyano vibrations were
scaled according to the precomputed vibrational scaling factors from the Computational
Chemistry Comparison and Benchmark Database (CCCBDB) corresponding to our model
chemistry. [13] N/A indicates molecules that have no cyano groups.
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Name CN(0,1) CN(-1,2) CN(-2,1)
(PhSO2H)4-TCNQ 2254.9 2181.3 2133.9
(PhSO2F)4-TCNQ 2255.3 2183.3 2137.2

(PhSO2CN )4-TCNQ 2257.1 2184.8 2140.5
(PhSO2Cl)4-TCNQ 2256.2 2183.8 2137.9
(PhSO2CH3)4-TCNQ 2256.2 2181.2 2129.3
(PhSO2CF3)4-TCNQ 2256.1 2183.6 2137.5
(PhCOCH3)4-TCNQ 2258.6 2178.4 2127.2
(PhCOCF3)4-TCNQ 2254.4 2183.5 2134.9
(PhCO2CH3)4-TCNQ 2253.0 2179.7 2127.5
(PhCO2CF3)4-TCNQ 2254.3 2182.6 2134.0
(PhCH3)4-TCNQ 2247.3 2174.4 2114.9
(PhCF3)4-TCNQ 2253.2 2181.3 2129.2
(PhCN )4-TCNQ 2254.0 2183.0 2132.5

Table A.8: Highest-energy cyano vibrational mode of molecules following substitution
pattern (2). Content follows Table A.7.

Name CN(0,1) CN(-1,2) CN(-2,1)
(SO2H)3(CN )3-CP 2259.3 2214.0 2184.0
(SO2F)3(CN )3-CP 2266.8 2231.9 2217.1

(SO2CN )3(CN )3-CP 2263.6 2233.9 2222.5
(SO2Cl)3(CN )3-CP 2264.7 2231.9 2222.9
(SO2CH3)3(CN )3-CP 2256.7 2213.2 2180.2
(SO2CF3)3(CN )3-CP 2263.6 2229.9 2216.6
(COCH3)3(CN )3-CP 2255.6 2214.3 2178.2
(COCF3)3(CN )3-CP 2264.8 2235.2 2213.1
(CO2CH3)3(CN )3-CP 2268.7 2225.4 2188.5
(CO2CF3)3(CN )3-CP 2272.3 2237.2 2216.8
(CH3)3(CN )3-CP 2250.0 2168.1 2090.9
(CF3)3(CN )3-CP 2268.5 2217.5 2175.4
(Ph)3(CN )3-CP 2250.1 2192.9 2157.0

(F5-Ph)3(CN )3-CP 2257.6 2204.0 2170.8
(CH3)6-CP N/A N/A N/A
(CF3)6-CP N/A N/A N/A
(CN )6-CP 2275.2 2238.2 2199.9
(Ph)6-CP N/A N/A N/A

(F5-Ph)6-CP N/A N/A N/A
(SO2F)6-CP N/A N/A N/A

(SO2CN )6-CP N/A N/A N/A
(SO2Cl)6-CP N/A N/A N/A

(F4CN -Ph)3(CN )3-CP 2259.1 2213.5 2197.4
(CO2CH3)2(CN )4-CP 2267.3 2215.8 2168.0
(CO2C2H5)(CN )5-CP 2267.1 2219.3 2169.4

Table A.9: Highest-energy cyano vibrational mode of molecules following substitution
pattern (3) and (6). Content follows Table A.7.
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Name CN(0,1) CN(-1,2) CN(-2,1)
(PhSO2H)3(CN )3-CP 2254.4 2206.5 2184.7
(PhSO2F)3(CN )3-CP 2255.0 2208.1 2189.1

(PhSO2CN )3(CN )3-CP 2255.4 2210.0 2193.9
(PhSO2Cl)3(CN )3-CP 2255.0 2208.5 2193.9
(PhSO2CH3)3(CN )3-CP 2253.4 2204.8 2182.3
(PhSO2CF3)3(CN )3-CP 2255.2 2208.7 2191.4
(PhCOCH3)3(CN )3-CP 2252.4 2203.1 2180.6
(PhCOCF3)3(CN )3-CP 2253.9 2208.5 2192.5
(PhCO2CH3)3(CN )3-CP 2252.2 2202.1 2179.6
(PhCO2CF3)3(CN )3-CP 2253.6 2206.8 2189.8
(PhCH3)3(CN )3-CP 2249.2 2191.2 2154.0
(PhCF3)3(CN )3-CP 2252.9 2201.0 2172.5
(PhCN )3(CN )3-CP 2253.1 2204.1 2178.8

(PhF)6-CP N/A N/A N/A
(PhCF3)6-CP N/A N/A N/A
(PhCCl3)6-CP N/A N/A N/A
(PhCBr3)6-CP N/A N/A N/A

(PhCO2CH3)6-CP N/A N/A N/A
(PhOH)6-CP N/A N/A N/A

Table A.10: Highest-energy cyano vibrational mode of molecules following substitution
pattern (4) and (7). Content follows Table A.7.

As mentioned in the main text, first- and second-order fits of the cyano vibration energy
against the molecular charge were performed for all molecules. A fit curvature ratio was
introduced, defined (for second-order fits) as the division of the second-order coefficient
(B2) by the first-order one (B1):

Fit Curvature Ratio = B2/B1 (A.1)

All fit parameters are reported in Tables A.11-A.14.
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Name Intercept (2) B1 (2) B2 (2) Intercept (1) B1 (1) R2 (1) Curvature ratio (2)
(SO2H)4-TCNQ 2279.0 45.6 -8.9 2282.0 63.3 0.994 -19.4
(SO2F)4-TCNQ 2281.8 29.4 -10.8 2285.4 51.1 0.985 -36.8

(SO2CN )4-TCNQ 2280.0 -2.7 -17.1 2285.7 31.4 0.910 622.9
(SO2Cl)4-TCNQ 2279.1 142.3 46.2 2263.7 50.0 0.779 32.4
(SO2CH3)4-TCNQ 2281.3 145.9 34.0 2269.9 77.9 0.940 23.3
(SO2CF3)4-TCNQ 2278.6 141.1 46.4 2263.1 48.3 0.765 32.9
(COCH3)4-TCNQ 2274.6 96.9 9.0 2271.6 78.8 0.996 9.3
(COCF3)4-TCNQ 2269.0 82.4 13.2 2264.7 56.1 0.982 16.0
(CO2CH3)4-TCNQ 2268.3 96.5 12.6 2264.1 71.3 0.990 13.1
(CO2CF3)4-TCNQ 2278.2 151.8 41.1 2264.5 69.6 0.896 27.1
(CH3)4-TCNQ 2251.9 93.2 10.0 2248.6 73.2 0.994 10.7
(CF3)4-TCNQ 2277.9 59.1 -4.9 2279.5 68.9 0.998 -8.3
(Ph)4-TCNQ 2249.8 79.5 6.1 2247.7 67.3 0.997 7.7

(F5-Ph)4-TCNQ 2257.4 87.7 13.9 2252.8 59.9 0.982 15.8
(F4CN -Ph)4-TCNQ 2260.0 55.7 8.8 2257.1 38.1 0.982 15.8

(CH3)8-CHD N/A N/A N/A N/A N/A N/A N/A
(CF3)8-CHD N/A N/A N/A N/A N/A N/A N/A
(CN )4-TCNQ 2271.0 63.5 4.1 2269.6 55.3 0.998 6.4
(Ph)8-CHD N/A N/A N/A N/A N/A N/A N/A

(F5-Ph)8-CHD N/A N/A N/A N/A N/A N/A N/A
TCNQ 2264.5 86.0 4.6 2262.9 76.8 0.999 5.3

F4-TCNQ 2272.9 86.3 9.6 2269.7 67.1 0.993 11.1

Table A.11: Results of first and second order fits to the position of CN vibrations against
the molecular charge for patterns (1) and (5). The number in parentheses identifies the
order of the fit to which parameters belong. N/A indicates molecules that have no cyano
groups.

Name Intercept (2) B1 (2) B2 (2) Intercept (1) B1 (1) R2 (1) Curvature ratio (2)
(PhSO2H)4-TCNQ 2254.9 86.6 13.1 2250.5 60.5 0.985 15.1
(PhSO2F)4-TCNQ 2255.3 84.9 12.9 2251.0 59.0 0.984 15.2

(PhSO2CN )4-TCNQ 2257.1 86.3 14.0 2252.4 58.3 0.981 16.2
(PhSO2Cl)4-TCNQ 2256.2 85.5 13.2 2251.8 59.1 0.984 15.4
(PhSO2CH3)4-TCNQ 2256.2 86.5 11.5 2252.3 63.5 0.989 13.3
(PhSO2CF3)4-TCNQ 2256.1 85.8 13.2 2251.7 59.3 0.984 15.4
(PhCOCH3)4-TCNQ 2258.6 94.7 14.5 2253.8 65.7 0.984 15.3
(PhCOCF3)4-TCNQ 2254.4 82.0 11.1 2250.7 59.8 0.989 13.5
(PhCO2CH3)4-TCNQ 2253.0 83.9 10.6 2249.5 62.8 0.991 12.6
(PhCO2CF3)4-TCNQ 2254.3 83.3 11.6 2250.4 60.2 0.988 13.9
(PhCH3)4-TCNQ 2247.3 79.5 6.7 2245.1 66.2 0.997 8.4
(PhCF3)4-TCNQ 2253.2 81.7 9.8 2249.9 62.0 0.992 12.1
(PhCN )4-TCNQ 2254.0 81.3 10.3 2250.5 60.7 0.991 12.7

Table A.12: Results of first and second order fits to the position of CN vibrations against
the molecular charge for pattern (2). Content follows Table A.11.
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Name Intercept (2) B1 (2) B2 (2) Intercept (1) B1 (1) R2 (1) Curvature ratio (2)
(SO2H)3(CN )3-CP 2259.3 53.0 7.7 2256.8 37.7 0.986 14.5
(SO2F)3(CN )3-CP 2266.8 44.8 10.0 2263.5 24.9 0.949 22.3

(SO2CN )3(CN )3-CP 2263.6 38.9 9.1 2260.5 20.6 0.938 23.5
(SO2Cl)3(CN )3-CP 2264.7 44.6 11.9 2260.7 20.9 0.903 26.6
(SO2CH3)3(CN )3-CP 2256.7 48.9 5.3 2254.9 38.2 0.994 10.9
(SO2CF3)3(CN )3-CP 2263.6 43.8 10.1 2260.2 23.5 0.942 23.1
(COCH3)3(CN )3-CP 2255.6 43.9 2.6 2254.8 38.7 0.999 5.9
(COCF3)3(CN )3-CP 2264.8 33.3 3.7 2263.5 25.9 0.993 11.2
(CO2CH3)3(CN )3-CP 2268.7 46.5 3.2 2267.6 40.1 0.998 6.9
(CO2CF3)3(CN )3-CP 2272.3 42.3 7.3 2269.8 27.7 0.977 17.3
(CH3)3(CN )3-CP 2250.0 84.2 2.3 2249.2 79.6 1.000 2.8
(CF3)3(CN )3-CP 2268.5 55.4 4.4 2267.0 46.6 0.997 8.0
(Ph)3(CN )3-CP 2250.1 67.8 10.6 2246.5 46.5 0.983 15.7

(F5-Ph)3(CN )3-CP 2257.6 63.8 10.2 2254.2 43.4 0.982 16.0
(CH3)6-CP N/A N/A N/A N/A N/A N/A N/A
(CF3)6-CP N/A N/A N/A N/A N/A N/A N/A
(CN )6-CP 2275.2 36.4 -0.6 2275.4 37.7 1.000 -1.7
(Ph)6-CP N/A N/A N/A N/A N/A N/A N/A

(F5-Ph)6-CP N/A N/A N/A N/A N/A N/A N/A
(SO2F)6-CP N/A N/A N/A N/A N/A N/A N/A

(SO2CN )6-CP N/A N/A N/A N/A N/A N/A N/A
(SO2Cl)6-CP N/A N/A N/A N/A N/A N/A N/A

(F4CN -Ph)3(CN )3-CP 2259.1 60.4 14.8 2254.2 30.9 0.929 24.5
(CO2CH3)2(CN )4-CP 2267.3 53.3 1.8 2266.7 49.7 1.000 3.4
(CO2C2H5)(CN )5-CP 2267.1 46.7 -1.1 2267.4 48.8 1.000 -2.3

Table A.13: Results of first and second order fits to the position of CN vibrations against
the molecular charge for patterns (3) and (6). Content follows Table A.11.

Name Intercept (2) B1 (2) B2 (2) Intercept (1) B1 (1) R2 (1) Curvature ratio (2)
(PhSO2F)3(CN )3-CP 2255.0 60.8 13.9 2250.4 32.9 0.944 22.9

(PhSO2CN )3(CN )3-CP 2255.4 60.1 14.6 2250.6 30.8 0.930 24.4
(PhSO2Cl)3(CN )3-CP 2255.0 62.4 16.0 2249.6 30.5 0.916 25.6
(PhSO2CH3)3(CN )3-CP 2253.4 61.6 13.0 2249.1 35.6 0.957 21.2
(PhSO2CF3)3(CN )3-CP 2255.2 61.2 14.6 2250.3 31.9 0.934 23.9
(PhCOCH3)3(CN )3-CP 2252.4 62.6 13.3 2247.9 35.9 0.956 21.3
(PhCOCF3)3(CN )3-CP 2253.9 60.1 14.7 2249.0 30.7 0.929 24.4
(PhCO2CH3)3(CN )3-CP 2252.2 63.9 13.8 2247.6 36.3 0.954 21.6
(PhCO2CF3)3(CN )3-CP 2253.6 61.6 14.8 2248.6 31.9 0.933 24.1
(PhCH3)3(CN )3-CP 2249.2 68.4 10.4 2245.7 47.6 0.984 15.2
(PhCF3)3(CN )3-CP 2252.9 63.6 11.7 2249.0 40.2 0.973 18.4
(PhCN )3(CN )3-CP 2253.1 60.9 11.9 2249.1 37.1 0.967 19.5

(PhF)6-CP N/A N/A N/A N/A N/A N/A N/A
(PhCF3)6-CP N/A N/A N/A N/A N/A N/A N/A
(PhCCl3)6-CP N/A N/A N/A N/A N/A N/A N/A
(PhCBr3)6-CP N/A N/A N/A N/A N/A N/A N/A

(PhCO2CH3)6-CP N/A N/A N/A N/A N/A N/A N/A
(PhOH)6-CP N/A N/A N/A N/A N/A N/A N/A

Table A.14: Results of first and second order fits to the position of CN vibrations against
the molecular charge for patterns (4) and (7). Content follows Table A.11.
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Figure A.13: Standard deviation of the linear fits against their coefficient of determina-
tion R2, to quantify how much this non-linearity leads to an error in the correspondence
between cyano vibration wavenumber and the molecular charge when assuming a linear
fit.
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A.7 Comparison of molecular factors
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Figure A.14: Impact of phenyl groups on the EAs of molecules with a CHD core. a)
For EA1, no clear trend is visible due to core bending of the neutral molecules when
the substituents are attached directly to the CHD core. b) For EA2, a trend emerges as
discussed in the main text, due to the fact that much of the physical reorganization of the
CHD cores has already occurred during the their first ionization.

Group Intercept Slope R2 (COD)
EA1 of patterns (4) vs (3) 1.04 ± 0.37 0.59 ± 0.08 0.834
EA2 of patterns (4) vs (3) 0.34 ± 0.04 0.54 ± 0.02 0.966
EA1 of patterns (2) vs (1) 2.21 ± 1.22 0.48 ± 0.27 0.221
EA2 of patterns (2) vs (1) 0.62 ± 0.17 0.49 ± 0.12 0.615

Table A.15: Linear fit parameters (intercept, slope, and R2 values) of the EAs of molecules
with phenyl groups against those of molecules without. Slopes smaller than 1 indicate
that the connection of substituents via a phenyl group decreases their electronic impact,
while the intercept reflects the impact of the phenyl itself.
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Figure A.15: Impact of the core on the EAs of molecules without phenyl groups; patterns
(1), (5), (3), and (6).

Group Intercept Slope R2 (COD)
EA1, no phenyl 0.64 ± 0.42 0.80 ± 0.09 0.811
EA2, no phenyl 0.65 ± 0.05 0.83 ± 0.04 0.924
EA1, phenyl 0.39 ± 0.26 0.99 ± 0.06 0.955
EA2, phenyl 0.68 ± 0.04 0.74 ± 0.05 0.960

Table A.16: Linear fit parameters (intercept, slope, and R2 values) of the EAs of molecules
with a CHD core (patterns (1), (2) and (5)) against those with a CP core ((3), (4), (6) and
(7)).
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Appendix B

Supporting Information of chapter 4

B.1 Chemical structures
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Figure B.1: Chemical structures in addition to those shown in Figure 4.11 of the main
text.
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B.2 DFT calculations

The objective of our density functional theory (DFT) calculations is twofold and will be
detailed in the two subsections following the general DFT methodology (B.2 and B.2).
First, the effects of tuning ω, the range separation parameter, are explored on a series of
relevant molecular dopants with available experimental data, which allows us to identify
and justify an optimal value of ω for the remaining work. Second, the optimal ω value is
used to perform the calculations pertaining to this work.

DFT methadology

DFT calculations were performed within the Gaussian computational package (version
09 revision E.01) [10] using the ωB97x-D functional [119] and 6-31+G(d,p) as the basis
set. Molecular geometries for the neutral and radical anions were optimized, and the
absence of imaginary vibrational frequencies was subsequently verified to confirm the
proper ground state nature of all species. The range separation parameterωwasmodified
using Gaussian’s internal options (IOps) controls and fixed to 0.20 following a tuning
procedure (which coincides with the value by default) for all calculations presented in
the main text, as discussed below. Molecular orbital isosurfaces were drawn using the
software Avogadro, Version 1.2.0. [138]

ω-tuning

It is common practice when working with range-separated functionals such as ωB97x-D
to first perform the tuning of the range separation parameter ω, often referred to as a
gap-tuning procedure. This procedure has been shown to be particularly important for
molecules with extended conjugation [144] and, given recurring difficulties with high
electron affinity molecules in computational chemistry (the electron affinity is systemat-
ically underestimated for such molecules, see Ref. [145] for a detailed discussion), was
performed here as a preliminary step. Such a procedure is typically performed either by
minimizing the difference between the ionization potential of the molecule and position
of the HOMO, i.e., by enforcing manually Koopman’s theorem [146], or by observing the
concomitant change of an observable of interest with ω [147], in scenarios where rea-
sonable expectations on the observable can be formulated through other means. Given
the scope of the present work, we select 7 molecules with known experimental electron
affinities, allowing the results of both ω-tuning procedures to be compared within them-
selves and with experimental results. These molecules are TCNQ, FTCNQ, F2-TCNQ,
and F4-TCNQ, extensively studied and referred to in this work, as well as (CN )6-CP,
TMCN3 −CP, and PFP3CN3 −CP. We note that the first ω-tuning approach is not of
high relevance here given the interest in electron affinities instead of ionization poten-
tials, and, further, that no theorem analogous to Koopman’s applies to the position of the
LUMO and the electron affinity. If such a theorem would exist, it would be manually
enforceable by finding the ω value minimizing the function J2(ω):

J2(ω) = [−ELUMO −EA]2 (B.1)
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where ELUMO is the energy of the LUMO in the ground state and EA is the adiabatic
electron affinity obtained as the electronic energy difference between the molecule in
its neutral and its radical anionic state. While this function based on the EA and the
LUMO is formally incorrect, we note that EAs are routinely obtained via DFT, can be both
qualitatively consistent and numerically reliable, and that EAs are typically extremely
well correlated with LUMO energies. It is also possible to consider the radical anion as
the starting point instead, where there should exist a relation between its HOMO and the
LUMO of the neutral species, as well as between its ionization potential and the electron
affinity of the neutral species. Such a modified procedure has been conducted at least
once. [148] As such, these data are provided here and the roles of the HOMO and LUMO
levels for both the neutral and radical anion species are inspected as a function of ω. We
finally probe the evolution of the electron affinity with ω and compare these results with
known, experimental values.

First, J2, as calculated from the LUMO and the EA of the neutral molecule, is shown
in Figure B.2a. The function is minimized for ω = 0.15; and the range between ω =
0.10 and ω = 0.20 appears to be reliable. J2 is then calculated from the HOMO and
the IE of the radical anion as shown in Figure B.2b, with very similar results, which
provides confidence in the physical consistency of ω values within this range. This is not
a coincidence as the difference between the HOMO of the radical anion and the LUMO
of the neutral molecule follow the exact same trend (Figure B.2c). This last fact reveals
that no additional error is added in the J2 trends due to the electron affinity term (Figure
B.2d), which benefits from error cancelation when calculated adiabatically. EA values
increase over the low values of ω but saturate for the most part at higher ω, and never
reach values as high as the experimental values. This suggests that the underestimation
of the EA is not due to miscalibration of the transition between DFT and Hartree-Fock
(HF) exchange, determined by ω, but rather due to the method itself, for instance from
the % exchange contribution, since such parameters are optimized considering molecules
with moderate electron affinities only.

In summary, molecules of extremely high electron-affinity, such as molecular p-
dopants used for the doping of organic semiconductors as targeted in the present study,
simply fall outside of the scope of most computational chemistry methods. Nevertheless,
careful benchmarking against other methods or experimental values as demonstrated
below allows using results predictively and quantitatively. The band gap (LUMO-HOMO
difference) of the neutral molecules increases monotonically with ω (Figure B.2e), which
is due to the inverse trends in HOMO and LUMO with ω as seen in Figure B.2f (only
(CN )6-CP shown; trends are representative of all molecules).

119



0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
����

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
����

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

0

1

2

3

4

5

6

7

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
3

4

5

6

7

8

9

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

���

���

��

��

��

��

0

2

4

6

8

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

3.5

4.0

4.5

5.0

5.5

6.0

6.5

 TMCN3-CP
 PFP3CN3-CP
 CN6-CP
 TCNQ
 FTCNQ
 F2TCNQ
 F4TCNQ

LU
M

O
ne

ut
ra

l -
 E

A
 (e

V)

w

a)  TMCN3-CP
 PFP3CN3-CP
 CN6-CP
 TCNQ
 FTCNQ
 F2TCNQ
 F4TCNQ

H
O

M
O

ch
ar

ge
d -

 E
A

 (e
V)

w

b)

 TMCN3-CP
 PFP3CN3-CP
 CN6-CP
 TCNQ
 FTCNQ
 F2TCNQ
 F4TCNQ

LU
M

O
ne

ut
ra

l -
 H

O
M

O
ch

ar
ge

d (
eV

)

w

c)

 TMCN3-CP
 PFP3CN3-CP
 CN6-CP
 TCNQ
 FTCNQ
 F2TCNQ
 F4TCNQ

B
an

d 
ga

p 
(e

V)

w

e)

 HOMO_charged
 LUMO_charged
 HOMO_neutral
 LUMO_neutral

Le
ve

l p
os

iti
on

s 
of

 C
N

6-
C

P 
(e

V)

w

f)

 TMCN3-CP
 PFP3CN3-CP
 CN6-CP
 TCNQ
 FTCNQ
 F2TCNQ
 F4TCNQ

El
ec

tr
on

 a
ffi

ni
ty

 (e
V)

w

d)

Figure B.2: a) LUMOneutral − EA b) HOMOcharged − EA c) LUMOneutral −HOMOcharged
d) EA e) Band gap for TMCN3 − CP, PFP3CN3 − CP, (CN )6-CP, TCNQ, FTCNQ,
F2-TCNQ, and F4-TCNQ molecules f) Level position of (CN )6-CP, all as a function of
ω. Charged refers to the radical anion.

120



While the results shown so far suggest an optimal ω = 0.15, or at least ω within the
range of 0.10 − 0.20, we also need to consider how well the electron affinity values at
different ω correlate with those obtained experimentally. As apparent from Figure B.3a,
computational values corresponding to TMCN3−CP appear to be quite underestimated
compared to the trend, which could suggest that reported experimental values have been
overestimated. The same trends obtained without this molecule are shown in Figure
B.3b. Overall, computational and experimental electron affinities correlate very well and
are linearly related; all parameters of the fits are given in the summary Table B.1.
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Figure B.3: Computational versus experimental electron affinity at different ω values
for PFP3CN3 − CP, (CN )6-CP, TCNQ, FTCNQ, F2-TCNQ, F4-TCNQ a) with and b)
without TMCN3−CP included in the fit.

Finally, we consider the difference between the computational and experimental elec-
tron affinity as shown in Figure B.4, as the optimalω value should ideally not lead to huge
error differences across molecules, and, therefore, the error spread should be minimized.
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ω
With TMCN3-CP Without TMCN3-CP

Intercept
value

Intercept
std.
err.

Slope
value

Slope
std.
err.

R2 Intercept
value

Intercept
std.
err.

Slope
value

Slope
std.
err.

R2

0.05 -0.85 0.93 0.91 0.18 0.84 -1.55 0.31 1.06 0.06 0.99
0.10 -0.89 0.84 0.94 0.16 0.87 -1.50 0.34 1.07 0.07 0.99
0.15 -0.90 0.82 0.96 0.16 0.88 -1.50 0.35 1.09 0.07 0.98
0.20 -0.97 0.81 0.99 0.16 0.89 -1.56 0.34 1.11 0.07 0.99
0.25 -1.08 0.80 1.03 0.15 0.90 -1.67 0.32 1.15 0.06 0.99
0.30 -1.23 0.79 1.07 0.15 0.91 -1.81 0.30 1.19 0.06 0.99
0.35 -1.39 0.78 1.11 0.15 0.92 -1.96 0.31 1.23 0.06 0.99
0.40 -1.55 0.77 1.15 0.15 0.92 -2.12 0.33 1.26 0.06 0.99
0.45 -1.70 0.77 1.18 0.15 0.93 -2.26 0.36 1.30 0.07 0.99
0.50 -1.85 0.77 1.22 0.15 0.93 -2.40 0.39 1.33 0.08 0.99
0.55 -1.99 0.77 1.25 0.15 0.94 -2.52 0.42 1.36 0.08 0.99
0.60 -2.11 0.77 1.28 0.15 0.94 -2.63 0.45 1.38 0.09 0.98
0.65 -2.22 0.77 1.30 0.15 0.94 -2.73 0.47 1.41 0.09 0.98
0.70 -2.32 0.77 1.32 0.15 0.94 -2.82 0.49 1.43 0.10 0.98
0.75 -2.40 0.77 1.34 0.15 0.94 -2.90 0.51 1.44 0.10 0.98

Table B.1: Linear fit parameters of computational versus experimental electron affinities
(as plotted in Figure B.3) with different ω values
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Figure B.4: Difference of computational and experimental electron affinity (EA) for
TMCN3 − CP, PFP3CN3 − CP, (CN )6-CP, TCNQ, FTCNQ, F2-TCNQ, F4-TCNQ
molecules as a function of ω.
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The spread of error across molecules as a function of ω, with and without TMCN3−
CP respectively, are shown in Figures B.5a and B.5b. With TMCN3 −CP, the spread is
minimized in the region 0.25− 0.35; while without, it is increasing monotonically except
for a minimum at 0.20.
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Figure B.5: Spread of the error as a function of ω for PFP3CN3−CP, (CN )6-CP, TCNQ,
FTCNQ, F2-TCNQ, and F4-TCNQ molecules: (a) With TMCN3 − CP (b) Without
TMCN3−CP.

To summarize, band gap tuning analyses reveal an ideal ω value between 0.10 and
0.20, in addition to showing that experimental EAs cannot be retrieved directly from the
method employed. Further analysis of the scaling between computational and experi-
mental EA values (referred to in the main text as EAcalc and EAexp, respectively) suggests
an overestimation of the TMCN3−CP molecule’s EA in experiments and a minimal over-
all discrepancy with experimental value forω between 0.20 and 0.30; or between 0.15 and
0.25 if TMCN3 −CP is being excluded. For these reasons, we find it appropriate to se-
lect an ω value that is founded both formally and in terms of expected outcome, where
ω = 0.20 fulfills this task best. Therefore, this value is being used for all calculations
presented in the main text. Finally, from the fits of the computational electron affinities
against the experimental ones (here selecting ω = 0.20 without TMCN3 − CP, since its
inclusion leads to a rather large discrepancy in the intercept), we can derive an equation
by inverting the fits to correct computational electron affinities (EAcalc) and retrieve ex-
pected experimental values for the molecules of interest. These values are referred to as
“predicted experimental electron affinities” (EApred) in tables and the main text and are
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obtained from the following equation:

EApred = 0.89746 ∗EAcalc +1.39829 (B.2)

Calculations presented in main text

The calculated HOMO, LUMO, total energy for both neutral and charged molecules, and
their EA are shown in Table B.2. Note that EA values are reported as positive numbers
throughout this work. Corrected computational electron affinities have been obtained
as described in the previous section. Average twisting angles (Figure B.6) of the rings
for neutral molecules are provided when applicable. Finally, all optimized geometries
are provided in Cartesian coordinates for the materials given in Table B.2 (see Appendix;
pictures of the optimized geometries are provided for reference; there is no visible change
for the radical anions).

Figure B.6: Schematic of the ring twisting angle, which is defined as the angle between
the vector normal to the plane of the PFP ring and the vector normal to the plane of the
CP core; values for neutral molecules given in Table B.2.
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Dopants HOMO
Neutral
(eV)

LUMO
Neutral
(eV)

Energy
Neutral
(Hartree)

HOMO
Charged
(eV)

LUMO
Charged
(eV)

Energy
Charged
(Hartree)

EAcalc
(eV)

EApred
(eV)

Avg.
Ring
Twisting
Angle (◦)

CN6-CP -10.94 -4.78 -785.23 -5.12 3.53 -785.42 4.96 5.85 NA
TMCN3-
CP

-10.31 -3.81 -1192.09 -4.62 3.88 -1192.25 4.24 5.20 NA

Ph6-CP -7.27 -1.02 -1618.02 -2.18 3.54 -1618.08 1.59 2.83 40.56
Ph3CN3-
CP

-8.49 -2.66 -1201.64 -3.52 3.70 -1201.76 3.10 4.18 28.63

PFP6-CP -9.13 -2.69 -4594.21 -0.28 4.63 -4594.33 3.29 4.35 50.75
PFP3CN3-
CP

-9.68 -3.59 -2689.72 -4.44 2.87 -2689.86 4.03 5.02 36.13

Table B.2: The DFT calculated Highest Occupied Molecular Orbital (HOMO) energies,
the Lowest Unoccupied Molecular Orbital (LUMO) energies, total energy of neutral and
charged molecules (radical anion), EAcalc and EApred (see main text), and the average
ring-twisting angles for neutral molecules (◦).
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Figure B.7: DFT calculated UV-vis/NIR spectra of neutral F2-TCNQ (left) and
PFP3CN3 − CP (right). Spectra were calculated using 25 singlet and 25 triplet excited
states and were obtained using the default broadening in the software package Gaussian
[10] (which assumes a Gaussian peak shape with σ = 0.4 eV).

B.3 Synthesis of PFP3CN3-CP

General synthetic procedure for PFP3CN3-CP (based on the procedure given in
Ref.[4])

In a flamed-dry round bottom flask equipped with a stir bar, lithium hydride (8 equiv.,
107.4 mg) was suspended in dry 1,2-dimethoxyethane (DME) (10 mL) and cooled to
−5 ◦C in a cooling bath under an argon atmosphere. Pentafluorophenyl acetonitrile (4
equiv, 0.842 mL) was dissolved in dry DME (2 mL) and added dropwise over a pe-
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riod of 15 min while covered with aluminum foil. The mixture was slowly warmed to
room temperature and stirred for 1h. It was then cooled again to -5◦C in a cooling bath.
Perchlorocycloprop-1-ene (1.0 equiv.; 0.206 mL) was dissolved in dry DME (2 mL) and
added into the mixture dropwise. The resulting solution was slowly warmed to room
temperature and stirred for 48h under an inert atmosphere. The dark red reaction mix-
ture was then poured into 250 mL of ice/water. The solution was acidified to pH = 1 with
cold concentrated hydrochloric acid (HCl) (12 M). The resulting dark purple mixture is
transferred into an extraction funnel and extracted with dichloromethane (DCM) (3×50
mL). The combined organic layer was washed with brine and then dried over anhydrous
sodium sulfate (Na2SO4), and the filtrate is collected through filtration. Excess solvent is
removed by rotatory evaporator at 25◦C The resulting crude is dissolved in cold glacial
acetic acid 35 mL (500 mL) and purged with argon for 15 min. A mixture of cold 3 mL
of nitric acid (HNO3) (65% in water) and 9 mL of hydrobromic (HBr) (48% in water) is
slowly added into the reaction mixture at 5◦C. The resulting mixture is slowly warmed
to room temperature and stirred for 2h and poured into 250 mL ice/water mixture, then
settled in an ice-bath for 1h. The resulting orange precipitate was then collected by vac-
uum filtration and washed with distilled water (3×50 mL). PFP3CN3 − CP is isolated
by column chromatography (hexane: chloroform gradient from 10:1 to 1:1, Rf = 0.31).
The compound is orange color oil, slowly crystallized in the freezer. 19F NMR sample is
prepared approximately with 3 mg/mL CD3CN and is decoupled from 13 C (Figure B.9).

19F NMR (470 MHz, CD3CN): δ -143.38 (m), -156.20 (m), -163.76 (m).
HRMS (ESI): C27F15N3, Calc.: 650.9852, Found: 650.9859.
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Mass Spectroscopy, 19F NMR, and FTIR

HRMS (ESI):C27F15N3, Calc.: 650.9852, Found: 650.9859.

Figure B.8: High resolution mass spectra (HRMS) of PFP3CN3−CP.
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Figure B.9: 19F NMR spectrum of PFP3CN3−CP.
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Figure B.10: Fourier-transform infrared spectroscopy of a dropcast PFP3CN3−CP film;
peak assignment of the highlighted vibrations (based on DFT calculations): 2218 (w) cm-1

and 2203 (w) cm-1: cyano stretch, 1813 (m) cm-1 symmetric cyclopropane ring stretch,
1654 (m) cm-1: PFP ring stretch, 1524 (vs) cm-1 and 1502 (vs) cm-1: pentafluoro phenyl
ring twist, 997 (s) cm-1: cyclopropane ring vibration.

B.4 Cyclic voltammetry

Voltammograms of F4-TCNQ, F2-TCNQ, and PFP3CN3−CP are shown in Figure B.11.
We find one-electron reduction of PFP3CN3−CP occurs at -0.025 V (versus Fc/Fc+ ), and
the second one-electron reduction occurs at 0.874 V. Reduction potentials and derived
LUMO energy levels of F4-TCNQ, F2-TCNQ, and PFP3CN3−CP are provided in Table
B.3; the value used for the redox potential of ferrocene is -5.09 eV against vacuum. [82]
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Figure B.11: Cyclic voltammograms of F4-TCNQ and F2-TCNQ in 0.1 M n-Bu4NPF6
acetonitrile solution using 50 mV/s scan rate referenced to ferrocene, and of PFP3CN3−
CP in 0.1 M n-Bu4NPF6 dichloromethane solution using 100 mV/s scan rate; Epa,i and
Epc,i depict the anodic and cathodic peak potentials.

Dopant Ered,1 (V) ELUMO,1 (eV) Ered,2 (V) ELUMO,2 (eV)
F4TCNQ 0.21 -5.30 -0.34 -4.75
F2TCNQ -0.04 -5.05 -0.61 -4.48
PFP3CN3-CP -0.02 -5.07 -0.87 -4.22

Table B.3: Reduction potentials from cyclic voltammetry experiments and the derived
LUMO energies of F4-TCNQ, F2-TCNQ and PFP3CN3−CP.
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B.5 Supporting UV-vis/NIR absorption data

Absorption spectra of PFP3CN3-CP upon titration with KI
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Figure B.12: Evolution of absorbance spectra of PFP3CN3−CP (0.8 g/L) upon increasing
titration (T1 . . . T10) with KI (0.35 g/L) in acetonitrile solution. Transitions assigned to
the PFP3CN3 −CP radical anion are highlighted in red, those of the neutral species in
blue. Transitions assigned to the neutral PFP3CN3 −CP are at 2.59, 2.77, and 3.95 eV,
those of the dopant radical anion PFP3CN3−CP ·− arise at 1.93, 2.13 eV and at 3.71 eV.
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Absorption spectra of spin-coated P3HT films doped with PFP3CN3-CP
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Figure B.13: UV-vis/NIR absorbance spectra of P3HT films doped with increasing molar
ratios of and PFP3CN3−CP, spin-coated from common solution. Spectra are normalized
to common thickness as individually determined by AFM; the results fully agree with the
findings for dropcast films reported in the main text (Figure 4.3b).
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Absorption spectra of h10T doped with F2TCNQ and PFP3CN3-CP
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Figure B.14: UV-vis/NIR absorbance spectra of dropcast pure PFP3CN3−CP, pure h10T,
and h10T films blended with F2-TCNQ and PFP3CN3 − CP at a molar ratio of 67%.
For F2-TCNQ, the characteristic transitions of the CPX are observed, while no sub-gap
features are found for PFP3CN3−CP, indicating suppressed CPX formation for the latter.
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B.6 Aging experiments
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Figure B.15: UV-vis/NIR absorbance spectra of two dropcast P3HT films doped with
PFP3CN3−CP (17%, nominally identical preparation parameters as for the sample de-
picted in Figure 3 of the main text) under (a) inert N2 atmosphere (in a custom-built
sealed box with quartz glass windows) and (b) in air (measured in the same box). In both
cases, the box was kept in the same position within the spectrometer over the whole time
of 780 min; all spectra are normalized to the pure P3HT absorbance maximum. Under
N2, no changes are observed for the absorbance assigned to the low energy polaron at
0.62 eV (2000 nm). In air, after initial exposure to air, it remains stable for 1h to be then
reduced by 2% after 3h, by 6% after 6h, and by 11% after 12h. For comparison, the same
values for ECN5-CP (as given by Saska et al. in Ref. [12]) are: 2.5% (1h), 7% (3h), 12%
(6h), and 17% (12h).
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B.7 Supporting conductivity data
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Figure B.16: Time-dependent room temperature conductivity of P3HT films doped with
PFP3CN3−CP (17%) over seven days in two different environments: One film was kept
in an inert atmosphere in an N2 glovebox, the other film was kept in air for the whole
time. While the conductivity is constant under N2, it is reduced by factors of 4, 6, and 16
for 1, 4, and 7 days, respectively. As a comparison, the conductivity of P3HT films doped
with the similar species TMCN3 − CP (as given by Saska et al. in Ref. [58]) drops by
factors of 4, 7, and 9 in the glovebox and by 7, 45, and 100 in air over the same time.

135



B.8 Grazing-Incidence X-Ray Diffraction (GIXRD) data

We have studied the structural properties of P3HT films doped with PFP3CN3−CP by
GIXRD to assess potential changes in the thin film structure due to the dopant admix-
ture. Figure B.17a shows the 2D GIXRD diffraction data of the pristine P3HT film in a
reciprocal space map and reveals its preferential edge-on orientation, as is common for
such films. The out-of-plane (h00) features correspond to lamellar stacking with a lattice
spacing d100 of 16.53 Å, and the in-plane reflection is assigned to (020), representing the
π −π backbone stacking of P3HT with a lattice spacing of d020 = 3.82 Å; all values are in
good agreement with published work on pristine P3HT [5, 47, 85, 149–151].

The diffraction patterns of P3HT doped at 1, 2, 5, 9, and 17% dopant molar ratio are
shown in Figures B.17b-f. These data reveal that the main features for pristine P3HT are
still observed for all doping ratios with only insignificant changes in intensity. Note that
the pure PFP3CN3−CP film does not show diffraction features, which is either because
of too low diffraction intensity, e.g., of a non-textured, crystalline film, or because the
pure dopant grows amorphous on the surface.

Upon doping P3HT, the lamellar d100 lattice spacing shows a gradual increase with
increasing dopant ratio up to 17.54 Å for 17% PFP3CN3 −CP (see Figure B.18a for in-
tegrated line scans of the 2D GIXRD data), whereas d020 decreases with the dopant ra-
tio (Figure B.18b) from initially 3.82 Å to 3.78 Å. This is indicative of the dopant being
intercalated in the hexyl side-chain region of P3HT (which increases d100), while a con-
comitantly reduced P3HT backbone tilt is deduced from the reduction in d020; the same
has been reported before for F4-TCNQ doped P3HT for doping ratios where no CPX
formation occurs [5, 152–155].

136



(a) (b)

(c) (d)

(e) (f)

qxy / Å-1 qxy / Å-1

q z /
 Å

-1
q z /

 Å
-1

q z /
 Å

-1

2 1 0 2 1 00

1

2
0

1

2
0

1

2

(020)

(100)

(200)

(300)

Figure B.17: GIXRD reciprocal space maps of dropcast films of pure P3HT (a) and films
doped with PFP3CN3 − CP at increasing dopant molar ratios of 1%, 2%, 5%, 9%, and
17% (b-f). qz, qxy are the out-of-plane and in-plane components of the scattering vector
q, respectively; colors correspond to intensities on a logarithmic scale. (100), (200), and
(300) indicate the lamellar spacing of the P3HT chains, while (020) stems from their π−π
backbone stacking.
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Figure B.18: GIXRD intensities radially integrated along constant values of the scattering

vector q = |q| =
√
q2xy + q2z of the data shown in Figure B.17; data is shown in the range

around (a) the peak corresponding to the (100) P3HT lamellar stacking and (b) that cor-
responding to the (020) π −π stacking distance of P3HT; positions of the pristine P3HT
film are marked by vertical lines. The PFP3CN3-CP percentages are mentioned in the
figure.
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B.9 Atomic Force Microscopy (AFM) data

Figure B.19: Representative AFMmicrographs of thin films spin-coated on silicon (native
oxide layer), the corresponding RMS roughness values (determined for three 1× 1 m ar-
eas in each image yielding 5% standard deviation) are given in brackets: P3HT [0.37 nm]
(a), P3HT doped from common solution with 1% F2-TCNQ [0.37 nm] (b), 9% F2-TCNQ
[0.65 nm] (c), 1% PFP3CN3 −CP [0.35 nm] (d), and 9% PFP3CN3 −CP [0.40 nm] (e).
No apparent changes to the film morphology are observed by AFM, and the films show a
smooth morphology of low roughness with no indication of dopant precipitation. How-
ever, for 9% F2-TCNQ, the RMS roughness is significantly higher than in all other cases,
which might be indicative of the formation of crystalline ground state charge transfer
complexes, as reported in Ref. [5].
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Appendix C

List of Abbreviations

OSC: organic semiconductors
COM: conjugated organic molecules
CP: conjugated polymers
HTM: hole transport material
TCNQ:Tetracyanoquinodimethane
FTCNQ:2-fluoro-7,7,8,8-tetracyanoquinodimethane
F2TCNQ:2,5-Difluoro-7,7,8,8-tetracyanoquinodimethane
F4TCNQ:2,3,5,6-Tetrafluoro-7,7,8,8-tetracyanoquinodimethane
F6TCNNQ:2,2’- (perfluoronaphthalene-2,6-diylidene)dimalononitrile
CN6-CP:hexacyano-trimethylene-cyclopropane
ECN5-CP:Ethyl 2-(2,3-bis(dicyanomethylene)cyclopropylidene)-2- cyanoacetate
DMCN4-CP:Dimethyl 2,20-(3(dicyanomethylene)cyclopropane-1,2-diylidene) (2Z,20E)-

bis(2-cyanoacetate)
TMCN3-CP:trimethyl 2,20,200-(cyclopropane-1,2,3-triylidene)tris(cyanoacetate)
HAT-CN:1,4,5,8,9,11-Hexaazatriphenylenehexacarbonitrile
PFP3CN3-CP:2,2’,2”-(cyclopropane-1,2,3-triylidene)tris(2-(perfluorophenyl)acetonitrile)
Mo(tfd)3:molybdenum tris(1,2-bis(trifluoromethyl)ethane-1,2-dithiolene)
P3HT: poly(3-hexylthiophene-2,5-diyl)
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