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Abstract

Multi-Encoder Semantic Communication for Human Digital Twin Synchronization

Oluwasegun Talabi

Human Digital Twin (HDT) concept introduces an innovative framework for creating digital

counterparts of individuals, enabling real-time synchronization between the physical twin (PT) and

the virtual twin (VT). This PT-VT synchronization underpins various human-centered services but

demands significant data processing and efficient communication resource allocation, particularly

in resource-constrained environments. Semantic communication has emerged as a promising al-

ternative to traditional data-driven methods; however, single-encoder models struggle to meet the

diverse and dynamic requirements of HDT applications.

To address these challenges, this thesis presents a multi-encoder semantic communication frame-

work that adaptively allocates resources—such as bandwidth, computational power, and processing

frequency—based on application-specific needs. The short-term optimization problem is formulated

as a mixed-integer nonlinear programming (MINLP) problem and solved using a genetic algorithm

(GA). Simulation results demonstrate that the proposed multi-encoder model significantly improves

synchronization quality and power efficiency, outperforming traditional single-encoder models in

terms of accuracy, latency, and resource utilization.

To achieve a balance between immediate performance and long-term objectives (e.g., queue sta-

bility, sustainable energy usage, and high throughput), the thesis explores the long-term optimiza-

tion problem, formulated as a Markov Decision Process (MDP) and solved using Lyapunov-assisted

deep reinforcement learning. This adaptable and scalable approach positions the multi-encoder se-

mantic communication model as a highly efficient solution for future HDT applications.
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Chapter 1

Introduction

This chapter provides essential background information to understand the concept and impor-

tance of multi-encoder semantic communication in Human Digital Twin synchronization.

1.1 Background

The concept of a Human Digital Twin (HDT) represents a transformative step in digital hu-

man representation, extending the capabilities of digitalization to offer highly personalized, human-

centric services across diverse fields, such as healthcare, urban infrastructure, transportation, and

next-generation 6G networks. This pioneering approach opens up avenues for customized health-

care, efficient city management, and adaptive network structures centered around human needs.

Essentially, the HDT is a digital replica of an individual, created through extensive data collection

from sources like pervasive sensor networks, electronic health records, and other interconnected

systems [1]. This data is transmitted and integrated into a digital environment, where the HDT can

mirror an individual’s state and continuously adapt to real-world changes. Analogous to traditional

digital twin (DT) technology, which has been widely applied in industries to simulate and monitor

physical assets, HDT enables continuous data exchange that reflects real-time shifts in a person’s

health and environment. This digital replica provides proactive insights, enabling predictive assess-

ments of health based on the latest data [2]. The HDT’s role is particularly impactful in personalized

healthcare services (PHS), where it leverages artificial intelligence (AI) to facilitate patient-centered
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care. Through sophisticated algorithms, AI processes the diverse data streams collected by the HDT

to deliver customized, data-informed guidance that aids both individuals and healthcare providers

in making informed decisions [2]. By integrating information from individual medical histories,

genetic data, lifestyle factors, and personal preferences, HDT technology supports preventive care

initiatives and the design of treatment regimens tailored to the unique characteristics of each patient

[3]. This personalized approach not only enhances patient outcomes but also empowers healthcare

practitioners by providing them with rich, multidimensional insights that improve the quality of life

for individuals, fostering a more precise and responsive healthcare model.

An HDT system is structured around three fundamental components that collaboratively bridge

the physical and digital realms: the Physical Twin (PT), which represents the actual human in the

real world; the Virtual Twin (VT), which is the digital reflection of the PT; and the advanced data

links that enable continuous information exchange between these two entities. This tripartite setup

is designed to provide a holistic representation of individuals in a digital format, paving the way

for various applications in personalized healthcare, smart city management, and adaptive network

services. By establishing a seamless interaction between PT and VT, the HDT system can capture

and respond to real-world changes in near-real-time, ensuring that the digital twin mirrors the indi-

vidual’s current state as closely as possible [4]. The synchronization of PT and VT must be both

accurate and timely to achieve optimal outcomes, particularly in healthcare where real-time updates

and precise monitoring can significantly impact patient care. Since the synchronization process is

data-intensive and highly sensitive to delays, an effective communication framework becomes es-

sential. This framework is responsible for managing the constant data flow required to align the PT

and VT while also ensuring efficient resource utilization. The delay-sensitive nature of synchroniza-

tion demands a system that minimizes latency and maximizes the reliability of data transmission.

With the growth of HDT applications in healthcare, optimizing communication channels to handle

large datasets quickly and effectively is a crucial priority [1] [5].

In recent years, semantic communication has emerged as an innovative solution to the inherent

challenges of traditional synchronization methods. Unlike conventional approaches that rely on the

transmission of vast amounts of raw data, semantic communication selectively transmits only the in-

formation deemed essential for maintaining PT and VT alignment. By transmitting meaning rather
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than raw data, semantic communication can significantly reduce the volume of data exchanged be-

tween the PT and VT. This results in lower bandwidth consumption, reduced latency, and enhanced

synchronization efficiency, allowing the HDT system to operate more effectively while using fewer

resources [6].

In reality, the frequency and precision of PT-VT synchronization vary based on HDT applica-

tion needs [7]. For example, real-time monitoring of critical metrics like heart rate demands high-

frequency, low-latency updates, whereas sleep tracking can accommodate more relaxed constraints.

This diversity underscores that a one-size-fits-all communication solution would be impractical and

inefficient for HDT systems. Implementing a uniform semantic communication system across var-

ious HDT applications may lead to resource wastage in simpler applications (such as sleep moni-

toring) that don’t require high-frequency updates. On the other hand, a generic system might not

be able to meet the stringent demands of more critical, real-time applications that rely on rapid data

exchange and high accuracy. A flexible and efficient semantic communication system that can dy-

namically adapt to the unique requirements of each HDT application is therefore essential. Such a

system would adjust its communication frequency, data precision, and processing power based on

the specific application’s needs. For instance, it could prioritize low-latency, high-fidelity data trans-

fers for critical monitoring while conserving resources by reducing update frequency and precision

for non-urgent applications. This adaptive approach optimizes resource utilization, minimizes un-

necessary energy consumption, and ensures that each HDT application receives the appropriate level

of synchronization, leading to both improved system efficiency and a better overall user experience.

Furthermore, semantic communication relies extensively on machine learning algorithms to in-

terpret and filter relevant information before transmission, a process that is computationally and

energy-intensive [8]. Machine learning models used in semantic communication, particularly deep

learning models, often require substantial processing power to analyze data in real-time and extract

meaningful insights. This computational demand poses a challenge in HDT systems, where many

components, such as on-body IoT sensors, are constrained by limited processing capabilities and

battery life. For instance, wearable devices and other on-body sensors used in HDT applications

are typically designed for low-power operation, prioritizing small size and lightweight form fac-

tors. These devices often lack the necessary computational resources to handle complex semantic

3



processing on-site. Implementing a dedicated semantic transmitter for each PT component would

therefore be impractical, as the processing power required would quickly drain battery resources,

increase device size, and ultimately compromise the usability and lifespan of these devices. This

limitation suggests that HDT systems must consider alternative approaches to enable semantic com-

munication without overburdening individual components.

The challenges posed by diverse HDT application requirements highlight the need for a multi-

encoder semantic communication system. Unlike a single-encoder setup, a multi-encoder system is

designed to manage multiple streams of data, each tailored to specific applications, thereby enhanc-

ing the flexibility and responsiveness of data transmission. However, this shift to a multi-encoder ar-

chitecture significantly increases the complexity of resource management. Such a system must han-

dle real-time, adaptive distribution of critical resources—such as bandwidth, computational power,

and energy—across encoders that are configured differently based on each application’s demands.

In practice, HDT applications vary widely in their requirement, and meeting these demands requires

sophisticated resource management strategies. These strategies must account for the diverse data

rates, latency requirements, and processing complexities of each encoder, adjusting resource alloca-

tion dynamically to avoid either resource wastage or bottlenecks. Moreover, in environments where

multiple HDT transmitters are actively sharing network resources, the system needs to prioritize

and balance demands to prevent network congestion. This is especially important for ensuring re-

liable, real-time data aggregation and transmission across applications, even when operating under

the high loads of concurrent data streams.

Overall, the multi-encoder approach not only accommodates the heterogeneous nature of HDT

applications but also pushes the boundaries of current resource management frameworks, requiring

advanced strategies that can adaptively respond to fluctuating demands in real-time.

Previous studies have investigated semantic communication and resource allocation within com-

munication networks and DT systems, typically focusing on single-encoder models [6] [9] [10].

These approaches, however, fall short in addressing the dynamic resource needs of HDT systems,

where each PT update may have unique synchronization demands, creating a need for more adapt-

able and responsive resource management.
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1.2 Objectives

The objective of this thesis work is to develop a system model for a multi-encoder semantic

communication framework designed to meet the dynamic requirements of HDT update data. This

involves several key steps:

• System Modeling: Create a detailed system model of a multi-encoder semantic communi-

cation setup specifically tailored to handle the unique and variable synchronization needs of

HDT data updates. This model will capture the behavior of multiple encoders working in

tandem to process and transmit HDT data based on real-time demands.

• Mathematical Formulation: Abstract the developed system model into a coherent mathemat-

ical framework, formulating the problem in terms of resource allocation, communication ef-

ficiency, and synchronization requirements. This mathematical formulation will capture the

interactions and constraints of the multi-encoder system under resource limitations.

• Optimization Equation Formulation: Derive an optimization equation that addresses resource

constraints within the HDT system. This equation will target optimal allocation of bandwidth,

computational power, and energy resources to maximize performance metrics such as data

accuracy, latency, and responsiveness.

• Solution Development: Examine the characteristics of the formulated equation and its con-

straints to identify a suitable solution approach. Then, solve the formulated optimization

problem using appropriate optimization methods.

• Simulation and Result Interpretation: Conduct simulations to assess the system’s performance

across various conditions, focusing on how effectively it meets HDT update requirements

while optimizing resource usage. Analyze the simulation results, emphasizing the system’s

efficiency and responsiveness. Compare these results with existing single-encoder models

and other state-of-the-art approaches to highlight the advantages and potential improvements

offered by the multi-encoder framework.

By following these steps, this thesis aims to contribute a novel, adaptable solution to resource man-

agement in HDT systems, addressing the gaps in existing single-encoder models and providing
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insights into the performance benefits of a multi-encoder approach.

1.3 Contributions

To meet the application requirement of HDT, this thesis work proposes a novel multi-encoder

semantic communication framework designed for HDT synchronization. This framework lever-

ages multiple dynamic encoders and shared network resources to optimize utilization, adjusting

synchronization parameters such as update frequency and accuracy based on each application’s spe-

cific requirements. By employing semantic encoders with varied configurations in a multi-encoder

setup, HDT update data are dynamically allocated according to specific needs and encoder capa-

bilities, with resources then assigned to meet predefined HDT requirements. This strategy ensures

an efficient balance between synchronization quality and resource costs, enabling even resource-

constrained devices to integrate effectively within HDT networks and supporting the scalable, reli-

able deployment of personalized healthcare solutions. To my knowledge, this is the first framework

to meet the intricate requirements of HDT semantic communication with a multi-dynamic encoder

approach. This pioneering model sets a new standard in resource management, providing a scalable

and adaptable solution for future applications. The main contributions of this paper are summarized

as follows:

• We propose multi-encoder semantic encoder for HDT that leverages shared network resources

for encoding and transmission, thereby optimizing the connection between PT and VT to meet

individual application needs.

• We analyze the incident arrival pattern to efficiently allocate HDT update data to encoders that

meet its application requirements and maximize the system reward. Using a multi-dynamic

encoder setup and shared network resources, we quantify accuracy, latency, and overall oper-

ational power cost for each user allocation. System performance is then evaluated through a

linear combination of latency and achieved accuracy.

• We formulate a short-term performance maximization problem as a mixed-integer nonlinear
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programming (MINLP) problem and we solve the formulated problem using genetic algo-

rithm (GA). This approach effectively meets the dynamic needs of individual HDT applica-

tions through efficient resource allocation. Simulation results demonstrate the superiority of

the proposed model compared to existing frameworks.

• We proceed to formulate a long-term stochastic MINLP problem with a long-term queue and

power constraint. We first reduce the problem to a single-term problem using the Lyapunov

approach and then solve the single-term markov decision problem (MDP) using a model-free

actor and model-based critic deep reinforcement model.

It is worth noting that the short-term problem of this work has been compiled into a research paper

and submitted for review and publication in IEEE International Conference on Communications

scheduled for 8–12 June 2025 here in Montreal. Simulation is ongoing for the long-term problem,

it will also be compiled and submitted for review and publication in IEEE journal.

1.4 Thesis Structure

The remainder of this thesis is structured as follows. Chapter 2 provides a review of related

works, offering an overview of existing research in the field. Chapter 3 introduces the proposed

system model, detailing its framework and components, followed by an analysis of system perfor-

mance and the formulation of the corresponding performance optimization problem. This problem

is solved using a genetic algorithm, and the solution is then simulated and compared with existing

models. Chapter 4 extends the short-term optimization problem from Chapter 3 to a long-term opti-

mization framework. This extended problem is addressed using Lyapunov-assisted deep reinforce-

ment learning. Finally, chapter 5, summarizes the research findings and discusses the implications

of the work.
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Chapter 2

Literature Review

2.1 Digital Twin to Human Digital Twin

The concept of the digital twin (DT), while not entirely new, has recently surged in popularity.

As described in Figure 2.1 it’s simply a virtual model that replicates a physical entity through real-

time data exchange to enable monitoring, simulation, and optimization. Its early roots can be traced

to 1991 when David Gelernter introduced the idea of ”Mirror Worlds,” a software model intended to

reflect the physical world through real-world data. In his book [11], Gelernter outlines five essential

components for developing a mirror world which includes: a ”deep picture,” a ”live picture,” agents,

history, and the integration of these elements into a cohesive system. In the context of Product Life-

cycle Management (PLM), Michael Grieves introduced the concept of the ”Mirrored Spaces Model”

at the University of Michigan in 2002. This model included three primary components: real space,

virtual space, and a linking mechanism that facilitated data and information flow between them[12].

In 2006, the model was renamed to the ”Information Mirroring Model”. The term DT first appeared

in NASA’s draft technological roadmap in 2010, where it was also called ”Virtual Digital Fleet

Leader” [13]. The concept was described as “an integrated multi-physics, multi-scale, probabilistic

simulation of a vehicle or system that uses the best available physical models, sensor updates, fleet

history, etc., to mirror the life of its physical counterpart” Since NASA’s initial definition, several

authors have described and explored the concept and potential of Digital Twin (DT), with appli-

cations spanning manufacturing[14][15][16], transportation[17][18], urban planning[19][20], and
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Figure 2.1: Simple Digital Twin Model.

many other sectors.

Recently, the scope of Digital Twin (DT) technology has expanded beyond machines, systems,

and industrial applications to include human beings, this concept is termed Human Digital Twin

(HDT). This extension into human-focused DTs leverages real-time data and detailed modeling to

simulate and analyze individual health, behavior, and responses to various conditions. In health-

care, for instance, a human Digital Twin can be used to monitor physiological parameters, predict

potential health risks, and create personalized treatment plans based on real-time data[3]. HDT

has garnered significant attention from different directions in recent years, domains including sport,

health, and manufacturing have all benefited from this research effort[21]. like other VT, HDT is

essentially a virtual model that mirrors the physical and sometimes psychological states of a human

being[1]. This dynamic digital replica is updated continuously with real-time data, enabling com-

prehensive monitoring, predictive analytics, and personalized interventions. The resourcefulness of

HDTs lies in their ability to address both current and potential challenges effectively, by leveraging

continuous data collection from various sources, including wearable devices, medical records, ge-

netic profiles, and environmental sensors [1], HDTs provide a holistic view of an individual’s status.

This comprehensive monitoring capability allows for early detection of anomalies, timely interven-

tions, and personalized plans tailored to the specific needs of each individual. The anticipatory

nature of HDTs is particularly valuable in predicting future problems and preventing them before

they become critical. In HDT, each human VT continuously evolves by integrating data from its

physical counterpart (PT), which resides in the real world. This dynamic and data-driven evolution

introduces significant challenges in the design and implementation of human VTs. These challenges
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stem from the need to accurately capture the intricate and variable nature of human behaviors, in-

teractions, and responses within their physical context, making the process far more complex than

that of conventional DTs.

In [22], Barricelli et al. present an innovative approach to fitness management through the im-

plementation of HDT. This study emphasizes the potential of HDT in transforming personalized

fitness and health monitoring by utilizing advanced technologies such as artificial intelligence, In-

ternet of Things (IoT), and big data analytics to capture and analyze real-time data from wearable

sensors and mobile applications. The authors explained that the HDT framework facilitates a con-

tinuous and dynamic representation of an individual’s health, allowing for the precise modeling of

physiological states and behaviors. This capability enhances fitness management by enabling per-

sonalized and adaptable health interventions based on an individual’s unique data profile. In line

with this, Barricelli et al. discuss the technical architecture required to support HDTs, including the

integration of data sources and the importance of real-time processing. Their findings suggest that

HDTs can predict and recommend tailored fitness plans, providing users with insights to improve

health outcomes and optimize personal fitness goals.

In addition to technical considerations, Barricelli et al. explore the ethical and privacy chal-

lenges associated with HDT deployment. Given the sensitivity of health-related data, the authors

highlight the critical need for robust data governance frameworks to protect user privacy and ensure

data security, which they identify as essential for fostering user trust and regulatory compliance.

This study thereby contributes to the growing body of literature on digital health innovations by em-

phasizing the dual importance of technical innovation and ethical standards in deploying effective,

user-centered digital twins for fitness and health applications.

Wang et al. in [23] investigate the application of DT technology in human-robot interactive

welding systems, with a focus on analyzing welder behavior. This study introduces a DT model de-

signed to synchronize virtual and physical entities in real-time, creating an interactive environment

where both human and robot actions are mirrored and monitored within a digital replica. The DT

model leverages sensors and data analytics to simulate welding processes and track both robotic and

welder performance, providing insights into behavior and skill assessment. The authors highlight

the role of DT in enhancing collaboration between human welders and robots by capturing detailed
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process data, such as welder posture, movement, and technique, which is used to optimize weld-

ing quality and productivity. Real-time data integration enables the DT system to detect anomalies

and improve decision-making by providing feedback for both automated and manual adjustments.

Additionally, the study explores how welder behavior analysis through DT can support training by

identifying areas for skill improvement.

Wang et al. also address challenges related to implementing DT, such as data processing de-

mands and the need for high synchronization accuracy between physical and digital models. This

research contributes to the growing field of human-robot interaction by demonstrating the DT’s po-

tential in optimizing complex, skill-intensive industrial tasks like welding, thereby advancing both

productivity and worker safety.

In [24] Graessler and Pöhler investigate the role of DT in representing human operators within

the scheduling processes of a cyber-physical production system (CPPS). Their study explores how

integrating a human-centered DT into CPPS scheduling can optimize production workflows by ac-

counting for human factors such as availability, skills, and work patterns. The authors propose a

model in which the DT serves as a virtual representation of human operators, allowing for real-time

adjustments in production scheduling based on operator status and capabilities. This integration

supports more flexible, adaptive scheduling by enabling the system to dynamically reassign tasks

based on human operator conditions. The model aims to enhance production efficiency by ensur-

ing that both machines and humans are utilized optimally within the manufacturing environment.

Through this integration, Graessler and Pöhler demonstrate the potential of DTs to bridge human

and machine workflows in CPPS, highlighting how HDT can be applied to improve scheduling accu-

racy, reduce downtime, and enhance the adaptability of production systems in response to real-time

operational conditions.

Liu et al in [25] present a novel cloud-based framework for elderly healthcare services uti-

lizing DT technology, aimed at enhancing healthcare delivery for aging populations. Their study

introduces a system where elderly individuals are represented by digital replicas that monitor and

manage health metrics in real-time. These DTs are connected to a cloud platform, enabling con-

tinuous data collection and analysis from wearable devices, health sensors, and other IoT-enabled

tools. The proposed framework allows for proactive healthcare management by leveraging the DT
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to track vital signs, physical activities, and other health-related parameters. The system is designed

to provide personalized health interventions, alerting healthcare providers or family members in

case of abnormal readings or emergencies. By integrating cloud computing, the framework ensures

scalability and accessibility, allowing for real-time health monitoring and decision-making support

regardless of geographical location.

Liu et al. emphasize the potential of this cloud-based DT approach to improve the quality

of elderly care, enhancing independence, safety, and overall well-being. The study highlights the

importance of this technology in addressing the healthcare challenges posed by an aging population,

offering a flexible, efficient solution that integrates advanced monitoring and real-time data analytics

for effective health management.

In [26] Laaki, Miche, and Tammi explore the development of a DT prototype designed for real-

time remote control applications over mobile networks, focusing specifically on remote surgery.

Their study addresses the technical requirements for a DT system that can facilitate real-time, high-

precision control necessary for surgical procedures conducted at a distance. The prototype leverages

mobile network infrastructure to support low-latency, reliable data transmission between the DT

and physical systems. The authors detailed how this DT model can simulate and control remote

surgical tools, providing real-time feedback to the operator and allowing for precise adjustment.

The application of DT technology in this context enables surgeons to perform delicate procedures

remotely by offering a virtual replica that mirrors the actions of surgical instruments in real-time.

Key challenges discussed include the need for ultra-low latency and high network reliability to

ensure safety and accuracy in remote operations.

The paper demonstrates that the DT prototype has the potential to expand the reach of special-

ized healthcare services, enabling skilled professionals to operate on patients in distant or under-

served locations. This study contributes to the field by underscoring the role of DTs in enhancing

remote healthcare applications, particularly in areas where real-time responsiveness and precision

are critical.

Zhang et al. in [27] examine the application of DT technology in healthcare, focusing on en-

hancing cyber resilience for lung cancer care. The study proposes a DT framework that digitally

mirrors a patient’s lung cancer progression and treatment response, aiming to improve both patient
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care and system security. The DT integrates real-time patient data, such as imaging and diagnostic

information, creating a dynamic model to support personalized treatment planning and continu-

ous monitoring. The paper emphasizes cyber resilience within this DT framework to address the

growing concerns of data security and reliability in healthcare applications. The authors discussed

strategies to ensure data integrity and protect sensitive health information, critical for maintaining

trust and compliance in healthcare systems. By employing robust cybersecurity measures, the DT

model seeks to prevent disruptions or data breaches that could compromise patient outcomes or

hinder healthcare delivery.

This study contributes to the intersection of digital health and cybersecurity, highlighting the

importance of cyber resilience for safe and effective DT deployment in healthcare. Zhang et al.

showcase how a cyber-resilient Digital Twin can provide precise, adaptive support for lung cancer

patients while safeguarding against potential cyber threats, ultimately improving both clinical care

and system robustness.

In [28] Hu et al. provide a comprehensive review of Driver Digital Twin (DDT) technology and

its potential to advance intelligent vehicle systems. The Driver Digital Twin is a real-time digital

replica of a driver, designed to monitor, analyze, and predict driver behaviors to improve vehicle

safety and performance. The authors explore how DDT can enhance driver-vehicle interactions by

providing insights into driver states, such as alertness, attention, and behavior patterns, which are

critical for accident prevention and adaptive vehicle responses. The paper discusses enabling tech-

nologies for DDT, including sensors, machine learning algorithms, and communication systems,

that facilitate the real-time data collection and analysis needed to mirror driver actions and condi-

tions. By leveraging this data, intelligent vehicles equipped with DDT can anticipate driver actions,

adjust to behavioral changes, and implement safety measures proactively.

Hu et al. also highlight the potential applications of DDT in autonomous driving, where it could

assist in transitioning control between human drivers and autonomous systems smoothly and safely.

The authors conclude by discussing challenges such as data privacy, real-time data processing, and

cybersecurity, emphasizing the importance of robust frameworks to ensure DDT’s safe deployment

in intelligent vehicles. This review underscores the DDT’s role in enhancing intelligent transporta-

tion systems, bridging human drivers and autonomous technologies for safer and more adaptive
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vehicles.

Martinez-Velazquez, Gamez, and El Saddik in [29] introduce the ”Cardio Twin,” a DT of the

human heart, developed to operate on edge computing infrastructure for real-time cardiovascular

monitoring. This study aims to enhance cardiac health monitoring by creating a responsive, high-

fidelity digital replica of a patient’s heart that functions at the network edge, closer to data sources

like wearable devices and medical sensors. The Cardio Twin system leverages real-time physio-

logical data to model the heart’s condition and functions dynamically, enabling early detection of

abnormalities and immediate feedback on heart health. Running on edge devices minimizes la-

tency, making the DT capable of real-time response, critical for applications such as remote patient

monitoring and emergency interventions.

The authors discuss the advantages of edge computing for DTs in healthcare, emphasizing how

processing data near the source improves both speed and data security. By reducing dependence on

cloud infrastructure, the Cardio Twin can operate effectively even with limited internet connectivity,

making it particularly useful in remote or underserved locations. Martinez-Velazquez et al. show-

case the potential of edge-based Digital Twins like the Cardio Twin to advance personalized, timely

healthcare, especially for managing chronic conditions such as cardiovascular disease.

In [30] Elayan, Aloqaily, and Guizani proposed a DT framework designed to enhance intelli-

gent, context-aware IoT healthcare systems. The study focuses on using DT technology to create

dynamic, real-time digital replicas of patients within IoT-based healthcare environments, enabling

continuous monitoring and adaptive responses to individual health needs. The DT framework in-

tegrates data from IoT-enabled sensors and devices to build a personalized model that reflects a

patient’s current health status and environmental context. This system allows for context-aware

decision-making, where healthcare interventions are tailored based on both the patient’s physio-

logical data and their surroundings, such as activity levels, location, and environmental factors.

Considering heart condition diagnostics through a highly accurate ECG classifier model integrated

with Neural Network(NN), the authors highlight the role of AI and machine learning within the

DT framework to process and analyze the vast data generated by IoT devices, facilitating real-time

adjustments in healthcare management. They also discuss challenges related to data privacy, inter-

operability, and security in IoT healthcare systems. Elayan et al. conclude that by incorporating
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context awareness and adaptability, DTs can significantly improve the responsiveness and personal-

ization of IoT-based healthcare, supporting proactive and efficient health management in real-time.

Amara, Kerdjidj, and Ramzan in [31] explore the use of emotion recognition to develop an af-

fective HDT using virtual reality (VR) technologies. This study aims to enhance the HDT model

by incorporating emotional states, making it possible to create a digital replica that mirrors not only

physical but also emotional attributes in real-time. The VR-enabled HDT can capture and pro-

cess human emotional responses through techniques like facial expression analysis, physiological

signals, and contextual cues within immersive VR environments. The authors propose that by inte-

grating emotion recognition, HDT can better simulate and respond to human affective states, which

has applications in areas like personalized mental health support, human-computer interaction, and

adaptive training programs. This approach allows the HDT to provide customized feedback, adapt

interactions according to the user’s mood, and potentially improve user engagement by respond-

ing empathetically to emotional cues. The paper also discusses the technological requirements for

real-time emotion recognition, such as advanced sensors and machine learning algorithms, which

enable HDT to continuously assess and update the user’s emotional state. The study contributes to

the development of affective computing and highlights the potential of emotion-sensitive HDTs to

create more responsive, intuitive, and human-like digital twins that enhance the user experience in

virtual and augmented environments.

2.2 Traditional to Semantic Communication in Digital Twin Frame-

work

Traditional communication in digital twins generally involves the transmission of large amounts

of raw data between the physical and virtual environments. This data includes real-time sensor read-

ings, status updates, control commands, and historical data, which is then processed and analyzed

to synchronize and simulate the digital twin. Numerous research works have been dedicated to

the optimization of this model of communication to improve transmission efficiency and minimize

latency. These optimizations aim to enhance the responsiveness and scalability of DT systems, espe-

cially in applications requiring real-time decision-making and interaction. In [32] Okegbile and Cai
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propose an edge-assisted connectivity scheme to enhance HDT frameworks by ensuring efficient

human-to-virtual twin connections and using blockchain and federated learning to enhance security

and privacy. The study focuses on utilizing edge computing to support low-latency, high-reliability

communication between individuals and their digital twins, enabling real-time data exchange and in-

teraction. The proposed scheme leverages edge devices to process data locally, reducing reliance on

cloud infrastructure and minimizing delays that could hinder the HDT’s responsiveness. This edge-

assisted approach is particularly valuable for applications requiring low latency and high levels of

interactivity, such as remote health monitoring, augmented reality, and real-time decision-making.

The HDT framework can provide faster, context-aware responses, enhancing user experience and

reliability by maintaining connectivity at the network edge. The paper highlights the technical

challenges associated with edge-assisted HDTs, such as resource management, data security, and

interoperability. Their scheme addresses these issues by optimizing data handling protocols and

ensuring seamless integration across diverse network environments. This research underscores the

potential of edge computing in advancing HDT frameworks, emphasizing its role in achieving re-

sponsive, scalable, and secure connections for real-time digital twin applications.

Okegbile et al. in [4] presented a differentially private federated multi-task learning frame-

work designed to enhance human-to-virtual connectivity within HDT systems. This framework

addresses the dual goals of data privacy and efficient connectivity by using federated learning to

enable decentralized data processing, which ensures sensitive personal data remains secure on local

devices. The proposed framework supports multi-task learning, allowing HDTs to handle diverse

tasks, such as health monitoring, behavioral analysis, and personalized recommendations, without

compromising user privacy. By implementing differential privacy, the framework protects individ-

ual data contributions from being identifiable, which is crucial in healthcare and other applications

where confidentiality is paramount. This privacy-preserving setup enhances trust and compliance

in HDT systems, encouraging broader adoption of DT technologies in sensitive domains. The pa-

per demonstrates that this federated learning approach, combined with differential privacy, provides

a scalable and secure solution for continuous, real-time human-to-virtual twin connectivity. The

study highlights the importance of privacy-preserving techniques in advancing HDTs, especially in

applications where personal data security and multi-functionality are essential for effective digital
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twin operations.

The authors have addressed the challenge of allocating communication resources in HDT sys-

tems; however, they have yet to address the critical issue of information bottlenecks resulting from

the high communication overhead due to large data volumes. These bottlenecks can significantly

hinder data transmission and processing efficiency, impacting both the accuracy and latency of HDT

systems. To mitigate these challenges, Semantic Communication (SC) has been integrated into DT

and HDT systems. SC not only reduces communication overhead in HDT networks but also im-

proves contextual understanding and accuracy through its machine-learning framework. In [33] Li

et al. introduce a semantic-enhanced DT system designed to monitor interactions between robots

and their environments. This system leverages semantic technologies to create a DT that replicates

a robot’s physical state and environment and interprets the meaning of interactions. By adding se-

mantic layers, the DT can provide contextual insights into how a robot perceives and responds to

its surroundings. The semantic-enhanced DT system integrates sensor data with semantic models,

enabling it to analyze and understand complex interactions in real-time. This capability improves

monitoring accuracy and responsiveness in applications where robots must adapt to dynamic envi-

ronments, such as autonomous navigation, manufacturing, and service robotics. The system allows

for more intelligent decision-making by categorizing and interpreting interaction patterns, which in

turn supports predictive maintenance, safety monitoring, and adaptive responses. The paper em-

phasizes the value of adding semantic understanding to DTs, as it enables robots to interact with

their environments in more meaningful ways, enhancing both functionality and adaptability. Their

study highlights the potential of semantic-enhanced DTs to advance robot-environment interaction

monitoring, particularly in settings where situational awareness and context-sensitive responses are

critical.

In [34] Du et al. propose a YOLO-based SC framework enhanced with generative AI-aided

resource allocation to support the construction of DTs. This study introduces a system that lever-

ages YOLO object detection for semantic understanding, combined with generative AI to optimize

resource allocation in DT construction, improving both efficiency and precision in real-time data

processing. The YOLO-based approach enables the system to recognize and prioritize important

objects and events within raw data, facilitating focused communication that emphasizes meaningful
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content. Generative AI further enhances this framework by dynamically allocating resources ac-

cording to DTs’ needs, ensuring sufficient computational power and bandwidth are directed where

most impactful. This integration allows for efficient DT updates, reducing unnecessary data trans-

mission and enabling responsive, high-fidelity DT models.

The authors highlight the advantages of combining YOLO’s rapid object detection with gener-

ative AI’s adaptive resource management, particularly in complex IoT environments requiring real-

time interaction and analysis. The framework’s ability to identify semantic relevance and allocate

resources efficiently supports applications like smart cities, industrial monitoring, and autonomous

systems, where precise and responsive DTs are essential. This study demonstrates the potential

of AI-enhanced semantic communication to streamline DT construction, promoting effective data

utilization and resource efficiency across diverse IoT contexts.

Thomas et al. in [6] explore a causal semantic communication framework for DTs, apply-

ing a generalizable imitation learning approach. This study introduces a method for enhancing

the communication between DTs and their physical counterparts by incorporating causal semantic

reasoning, allowing the DTs to interpret and prioritize information based on causality and rele-

vance rather than just raw data transmission. The authors employ imitation learning to train DTs

in recognizing causal relationships within data streams, enabling more efficient and context-aware

information sharing. This approach reduces communication overhead by focusing on transmitting

only the most relevant, causally significant information, which is essential in applications where

bandwidth and processing resources are limited. The DTs are thus able to communicate in a more

human-like, semantic manner, improving their ability to interpret complex systems and make in-

formed decisions in real-time. The authors demonstrate that this causal semantic communication

framework can be adapted to various DT applications, such as autonomous systems, smart manu-

facturing, and predictive maintenance, where understanding causality can enhance performance and

decision-making. Their work highlights the potential of causal semantics and imitation learning in

creating intelligent, adaptive DTs capable of high-quality communication, especially in scenarios

demanding efficient data management and enhanced situational awareness.

In [10] Tang et al. present a novel framework for UAV-assisted DT synchronization using tiny

machine learning (TinyML)-based semantic communications. The study focuses on leveraging
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UAVs (Unmanned Aerial Vehicles) to support efficient and reliable data exchange for DT syn-

chronization, particularly in remote or mobile environments where traditional connectivity might

be challenging. The framework integrates TinyML—optimized machine learning models suitable

for resource-limited devices—to enable semantic communication between UAVs and DTs. This ap-

proach allows the system to extract meaningful, context-relevant information from raw data, reduc-

ing communication bandwidth while preserving critical insights necessary for DT operations. The

UAV-assisted DT system can prioritize essential data by focusing on semantic content, improving

synchronization speed and accuracy in dynamic or large-scale environments. The authors highlight

that this TinyML-based semantic communication approach is especially beneficial for IoT applica-

tions where low power and efficient data processing are key requirements. The study demonstrates

that UAVs equipped with TinyML can support real-time DT updates even in challenging scenarios,

such as disaster response or environmental monitoring, where reliable and adaptive DT synchroniza-

tion is crucial. The paper showcases the potential of combining UAVs and TinyML to advance DT

capabilities, particularly for mobile and remote IoT deployments requiring high-efficiency semantic

communication.

While existing works have made notable progress in optimizing semantic communication re-

sources for HDT systems, they fall short in providing the adaptive flexibility essential for fully

efficient resource allocation. HDT systems, which frequently operate in real-time and with varying

application demands, experience fluctuating resource needs based on the dynamics of the monitored

physical entity and environmental changes. For instance, a health-monitoring HDT application may

require increased data processing and transmission in response to an identified anomaly or critical

health metric, whereas stable metrics would demand fewer resources. Achieving efficient resource

management in these systems calls for strategies that go beyond static and generic optimization,

allowing for dynamic adjustments in response to changing application demands. Such adaptability

is crucial to avoid resource wastage and ensure that communication and computational resources

are aligned precisely with application needs. Without this flexibility, HDT systems face a critical

limitation: they risk over-allocating resources to low-demand tasks, leading to unnecessary energy

consumption, or under-allocating resources to high-demand tasks, resulting in delays or incomplete

data processing. This imbalance can ultimately degrade the system’s accuracy, responsiveness, and
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overall performance.

To support high performance with minimal energy use, HDT systems must intelligently scale

their resource allocation, balancing responsiveness with energy efficiency. The absence of such

adaptive mechanisms reveals a key gap in current approaches. For HDT systems to be both sus-

tainable and effective, they require a resource management framework that continuously adapts to

evolving application requirements, optimizing both performance and resource efficiency.
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Chapter 3

Multi-Encoder Semantic

Communication for Human Digital Twin

Synchronization

This chapter introduces the multi-encoder semantic communication approach for HDT synchro-

nization, defining the system model and formulating the associated optimization problem. It also

presents the solution to this optimization problem using a genetic algorithm, detailing the solution

algorithm and simulation process. Finally, the chapter presents the results and compares them with

those of existing works.

3.1 System Model

We propose a multi-encoder semantic communication system tailored for HDT applications, as

illustrated in Figure 3.1. This system is designed to meet the diverse demands of Physical Twin

(PT) updates while optimizing power and time efficiency. To achieve this, the system comprises L

semantic encoders, each with a distinct encoding accuracy level. The accuracy of each encoder is

proportional to the frequency cycles it employs during the encoding process, which in turn influ-

ences the encoder’s power consumption. This setup allows for adaptive processing, as different PT

updates can be assigned to encoders with accuracy levels that best match the data’s requirements.
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Figure 3.1: System Model

Each semantic encoder is equipped with a virtual buffer where PT updates are temporarily stored

upon arrival. These updates are assigned to specific encoders based on factors such as accuracy

requirements, latency requirements, and available resources. The updates within each encoder’s

virtual buffer are processed sequentially, allowing for efficient extraction of semantic information

tailored to the demands of each HDT application. Once processed, the semantic information is

transmitted over shared network channels, allowing multiple encoders to utilize common resources.

This structure supports an efficient balance between high data accuracy and minimized power con-

sumption by assigning PT updates to the most appropriate encoder based on resource constraints

and synchronization requirements. This approach thus provides a flexible framework for managing

the HDT system’s diverse update needs while maintaining optimal resource usage.

Each Physical Twin (PT) update arrives with a unique data size and specific requirements. For

each PT i, the data di has a minimum accuracy requirement ξimin and a maximum latency require-

ment ℓimax. PT i can be assigned to any encoder l, and this assignment is represented by the binary

variable ρli ∈ {0, 1}, where ρli = 1 if PT i is assigned to encoder l; otherwise, ρli = 0. The as-

signment of PT updates to specific encoders is based on their requirements, (ξimin, ℓ
i
max), for data

accuracy and latency, along with the encoder configuration. By aligning each PT update’s require-

ments with the most suitable encoder, the system can optimize the allocation of resources, such

as processing power and bandwidth. This alignment aims to improve overall system performance

by ensuring that high-accuracy, low-latency updates are prioritized by appropriate encoders while

minimizing resource usage for updates with less stringent requirements.

22



3.1.1 Semantic Encoder

The transformation of data di from a given Physical Twin PT i into meaningful semantic infor-

mation, denoted as I li , is achieved through a semantic encoding process. This process is captured

by the expression

I li = SE(di, αl(kl)), (1)

where SE represents a machine learning-based semantic encoding function. The function SE is

designed to extract the essential, contextually relevant features from di rather than processing the

entire raw data. This encoding approach reduces the communication burden by only transmitting

information that is semantically important. In this framework αl is a set of parameters that defines

the operational settings of the encoder l. kl represents the average semantic symbol that encoder l

uses to encode each data unit, referred to here as δ. For instance, in a text-based semantic encoder,

a data unit δ might correspond to a word in a sentence, capturing the meaning of each word in a

compact form, as supported by prior studies [35] [36].

Each encoder may vary in terms of the value of kl, which results in different levels of encoding

accuracy, CPU frequency allocation, and power consumption. This variation among encoders allows

for flexibility in how data is processed—more critical or time-sensitive data can be handled by

encoders configured for high accuracy and rapid processing, while less critical data may be assigned

to encoders with lower resource usage. The encoding rate µEl for each encoder l is then defined as:

µEl =
fl
ηl
, (2)

where fl is the CPU frequency allocation dedicated to encoder l. A higher frequency allocation

indicates that encoder l can process data more quickly, resulting in a higher encoding rate. ηl is

the conversion constant specific to encoder l. This constant reflects the CPU frequency required to

process a single data unit δ into the corresponding semantic information unit Iδ. The parameter ηl is

itself a function of encoding accuracy, which is influenced by kl. Higher accuracy generally requires

more computational resources, meaning that encoders with higher kl values (corresponding to more
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complex or precise representations) demand higher CPU frequencies to maintain the encoding rate

µl. To manage the computational resources effectively, the system imposes a constraint on the total

CPU frequency available, specifically

L∑
l=1

fl = fcpu, (3)

where fcpu represents the total CPU frequency allocated for encoding tasks during each time slot.

This constraint ensures that the total CPU frequency used by all encoders does not exceed the avail-

able processing power, enabling the system to balance resource allocation across different encoding

tasks.

3.1.2 Transmission Model

The encoded semantic information is transmitted to the resultant Virtual Twin (VT) through

shared channel bandwidth. At each time frame, the channels are orthogonally allocated to the

encoders to eliminate intra-encoder interference [37]. The signal-to-noise ratio (SNR) between the

encoder transmitter and the corresponding VT can be denoted as:

γli =
P Tl
i gihi
BlN0

, (4)

where P Tl
i is the transmit power allocated to encoder l, gi is the large-scale fading, and hi is the

small-scale Rayleigh fading coefficient. Bl is the bandwidth allocated to encoder l, and N0 is the

power spectral density. Let Bmax be the total available bandwidth. To ensure that the bandwidth

resources are managed within the system’s capacity, we have the following total bandwidth con-

straint:

L∑
l=1

Bl = Bmax. (5)

Given the encoder parameter, average semantic symbol kl, and SNR γli , the recovered semantic

information at the VT can be guaranteed an accuracy ξli, which can be expressed as
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ξli = f(kl, γ
l
i). (6)

This accuracy function f indicates that higher kl values or improved SNR can enhance the precision

of the transmitted semantic information, which is crucial for applications requiring reliable updates

in the HDT framework. According to [36], the semantic transmission rate can be defined as:

µTl
i =

Blξ
l
i

∆l
, (7)

where ∆l is the per semantic unit of encoder l. On average, ∆l can be derived as:

∆l =
kl
Iδ
. (8)

This setup reflects the interplay between encoder settings, bandwidth allocation, and semantic ac-

curacy, highlighting the importance of dynamic resource management in HDT systems to ensure

efficiency across various operational conditions.

3.2 Problem Formulation

The PT i data di is first expressed in terms of the data unit δ as Niδ, where Ni is the number of

data units contained in the dataset. The PT i’s update data is assigned with ρli to encoder l as

ρli = g(di, ξ
i
min, ℓ

i
max, kl), (9)

where,
L∑
l=1

ρli = 1,∀i ∈ {1, 2, ..,m}. (10)

Equation (10) ensures that each user is assigned to only one encoder. The assigned dataset joins the

buffer of the allocated encoder. The buffer, which operates on a first-in-first-out protocol, leads the

dataset to the semantic encoder, and the encoded semantic information is transmitted to the VT over
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the network. The total latency ℓli incurred when PT i is assigned to encoder l can be given by

ℓli = ℓEl
i + ℓTl

i , (11)

where ℓEl
i is the encoding latency and ℓTl

i is the transmission latency. To synchronize the encoders

so that the time frames align, we want the encoders to process the same number of PT updates over

a time frame. Hence, we define the latency as:

ℓEl
i + ℓTl

i ≤ min

(
τ

n
, ℓimax

)
n ∈ Z+, (12)

where τ is the time frame interval, and n defines the number of PT updates each encoder processes

in a time frame. We label n as the inner iteration in our simulation result. Next, we address each of

the factors contributing to the latency, which includes the encoding time ℓEl
i and the transmission

time ℓTl
i .

To estimate the encoding delay ℓEl
i when the PT i update data is allocated to encoder l, we

express the encoding delay from (2) as

ℓEl
i =

Ni

µEl
. (13)

The corresponding power consumed for the encoding of the user data, according to circuit theory,

can be obtained as

PEl
i (t) = κf3l , (14)

where κ is the power coefficient that depends on the hardware architecture. ℓTl
i represents the delay

incurred from transmitting the semantic information Ii which can be calculated as

ℓTl
i =

Ii

µTl
i

. (15)

Given the transmission power is P Tl
i , the total power utilized by encoder l for user i can be expressed

as

P l
i = PEl

i + P Tl
i . (16)
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The total power consumed for the encoding and transmission process of PT data assigned to encoder

l can be defined as

Pl =
m∑
i=1

ρliP
l
i . (17)

In this thesis, we formulate the performance evaluation and optimization of a multi-encoder

semantic communication system for HDT updates. The system’s performance is defined in terms

of accuracy and system latency as follows:

ψ =
L∑
l=1

m∑
i=1

ρli

(
Φξli +

ϕ

ℓli

)
, (18)

where Φ and ϕ are the accuracy and latency scale parameters.
∑m

i=1 ρ
l
i ∀l ∈ L represents the

number of HDT updates assigned to each encoder in a time frame. The optimization variables

include encoder queue assignment, computational frequency, bandwidth allocation, and power al-

location, which can be concatenated as A = {ρ, f,B,P}, where, ρ = {ρli}i∈m,l∈L, f = {fl}l∈L,

B = {Bl}l∈L, and P = {Pl}l∈L. Our goal is to maximize the overall system performance as

formulated in the following optimization problem:

P0 max
A

ψ (19a)

s.t. C1 : ρli ∈ {0, 1}, (19b)

C2 :
L∑
l=1

ρli = 1,∀i ∈ {1, 2, ..,m}, (19c)

C3 : Pl ≤ P̄l, (19d)

C4 :
L∑
l=1

Bl ≤ Bmax, (19e)

C5 :

L∑
l=1

fl ≤ fcpu, (19f)

C6 : ℓEl
i + ℓTl

i ≤ min

(
τ

n
, ℓimax

)
n ∈ Z+, (19g)

C7 : ξli ≥ ξimin. (19h)
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where C1 and C2 ensure the binary allocation of a data update to only one of the encoders, C3 is

the power allocation constraint for the encoders, C4 and C5 indicate the maximum available CPU

frequency, and transmission bandwidth for each time slot, respectively, and C6 and C7 indicate the

latency and accuracy constraints of each PT update, respectively. Obviously, the formulated prob-

lem in (19) is a MINLP, due to its mixed-integer and nonlinear nature. The mixed integer nature

is a result of the presence of both binary variables (encoder assignments) and nonlinear relation-

ships among continuous resource allocation variables. Specifically, the semantic accuracy ξ defined

as f(kl, γli) depends on the performance of a machine learning algorithm that interprets and con-

veys the meaning of transmitted data. This dependency introduces nonlinearity and complexity into

the objective function and constraints. Direct computation of semantic accuracy for every possible

configuration would require extensive resources due to the intricate interactions between communi-

cation parameters and machine learning interpretation models. To mitigate this computational chal-

lenge, this thesis utilizes a semantic accuracy lookup table, as suggested in prior work [36], which

provides empirically validated values for ξ based on different configurations. By using the empir-

ical values from the lookup table, we can efficiently estimate semantic accuracy across different

configurations without recalculating it each time. This approach not only simplifies computations

but also leverages validated empirical data to approximate semantic accuracy, thus maintaining the

integrity of semantic communication requirements in the optimization process.

3.3 Genetic Algorithm Based Solution

To solve the optimization problem presented in (19), this thesis adopts the Genetic Algorithm

(GA) approach, known for its robustness in navigating complex solution landscapes and avoid-

ing local minima. This approach is particularly suitable for the challenges posed by the semantic

accuracy function and the high-dimensional search space of this problem. Our GA is designed to

incorporate effective encoding, fitness evaluation, genetic operators, constraint handling, and appro-

priate termination criteria to ensure convergence and high performance [38]. The encoding scheme

includes binary encoding for ρli variables, representing each possible allocation as a binary gene,

while power, bandwidth, and CPU frequency values are encoded as real-valued genes, which are
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bounded by their respective constraints. This hybrid encoding scheme enables GA to explore both

discrete and continuous spaces effectively. The fitness function is centered around the objective ψ,

modified by penalty terms for constraint violations to produce a reward function that evaluates each

solution’s feasibility and quality. The reward function for the GA is expressed as follows:

R(A) = ψ(A)− P1(A)− P2(A)− P3(A)− P4(A), (20)

where P1(A), P2(A), P3(A), and P4(A) are the penalty functions for the constraints C2, C3, C6,

and C7, respectively, which can be expressed as

P1(A) = c1

( m∑
i=1

∣∣∣∣ L∑
l=1

ρli − 1

∣∣∣∣), (21)

P2(A) = c2

L∑
l=1

max(Pl − P̄l, 0), (22)

P3(A) = c3

L∑
l=1

m∑
i=1

max

(
ℓEl
i + ℓTl

i −min

(
τ

n
, ℓimax

)
, 0

)
, (23)

P4(A) = c4

L∑
l=1

m∑
i=1

max

(
ξimin − ξli, 0

)
, (24)

where c1, c2, c3, and c4 are the penalty scaling constants. The values of the bandwidth and frequency

are normalized to meet the constraints C4 and C5, respectively. By applying this carefully designed

GA-based approach, we address the MINLP problem effectively, achieving solutions that optimize

system performance under mixed-integer and nonlinear constraints. The GA-based algorithm for

the MINLP problem is summarized in Algorithm 1.

The algorithm begins by initializing various parameters, including the population size, simula-

tion parameters, and the number of generationsN , which defines the maximum number of iterations

for the algorithm. Additionally, the channel state information and data arrival parameters are set,

which represent the communication environment in which the system operates. The total number of

genes, num genes, is calculated as mL + 3L, where m is the number of PT updates and L is the

number of encoders. The expected output is the complete optimization vector A, which includes
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Algorithm 1 GA-based Solution Algorithm
1: Input: Initialize the population and simulation parameter as shown in Table 3.1.
2: Output: Optimal solution A∗ and reward R(A)∗.
3: num genes← m ∗ L+ 3L
4: Initialize the channel state information and data arrival.
5: last fitness← −∞
6: N = Maximum number of generations
7: Pinit ← randomly initialize population
8: while N > 2 do
9: Select parents from the population

10: Perform crossover and mutation to generate new offsprings
11: Pnew ← new offsprings
12: Evaluate the fitness of each offspring with R(A) and find best fitness
13: last fitness← best fitness and N ← N − 1
14: end while
15: Return the best solution A∗ and its fitness reward R(A)∗.

binary allocation variables ρli and continuous variables for power, bandwidth, and CPU frequency.

In Step 7, the initial population Pinit is randomly generated. This population consists of individuals,

where each individual represents a possible solution to the optimization problem. The individuals

include both binary genes for encoder assignments and real-valued genes for power, bandwidth, and

CPU frequency. The initial random generation ensures that the search space is explored from the

start, offering a diverse set of solutions. The core of the algorithm operates within a loop that runs

for a predefined number of generations, as specified in Step 8. In each generation, steps 9, 10, 11,

12, and 13 are performed. In Step 9, parents are selected from the current population based on their

fitness. Higher-fitness individuals are more likely to be selected, ensuring that the genetic material

of good solutions has a higher chance of propagating into the next generation. In Step 10, the se-

lected parents undergo crossover and mutation to create a new set of offspring. Crossover combines

the genetic material of the parents to produce new solutions, mixing their characteristics. In Step

11, the fitness of each offspring is evaluated using the fitness function defined in (20). The fitness

function includes the core objective ψ and penalty terms for constraint violations. These penalties

account for the allocation, power, latency, and accuracy constraints. The fitness value indicates how

well the offspring satisfies the optimization problem, with higher values corresponding to better so-

lutions. In Step 12, the best solution (i.e., the individual with the highest fitness score) is identified

from the current generation. The fitness score is updated in the variable last fitness, and the loop
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continues by decrementing N , which tracks the number of generations remaining. The loop con-

tinues until N reaches 2, which serves as the termination condition. Once the maximum number of

generations has been reached, the algorithm terminates. In Step 13, the algorithm returns the best

solution A∗ found during the process, along with its associated fitness reward R(A)∗. This solu-

tion contains the optimal allocation of PT updates to encoders and the optimal continuous values

for power, bandwidth, and CPU frequency that maximize system performance while satisfying the

constraints outlined in the optimization problem. This approach allows the GA to explore a large

solution space efficiently while ensuring that solutions improve over time, gradually converging to

the optimal solution. The algorithm is designed to handle the complexity and nonlinearity of the

MINLP problem by employing a combination of genetic operators and penalty functions to main-

tain feasible solutions. The final output provides an optimal action plan for encoder allocation and

resource allocation that maximizes system performance while adhering to all constraints.

3.4 Simulation Results

To demonstrate the effectiveness of the proposed multi-encoder semantic system for HDT syn-

chronization, this section presents the simulation parameters used in the GA-based optimization and

then proceeds to compare the performance of the proposed system with existing semantic encoder

frameworks. As shown below, Table 3.1 presents the key simulation parameters for both the GA

and the multi-encoder semantic system. These values were carefully selected based on previous

research in semantic communication and GA, such as those discussed in [36] and [38] respectively.

The GA-based parameters include settings for the crossover and mutation probabilities, the number

of generations, population size, and the types of crossover and mutation used. These parameters

define how the GA will explore and optimize the search space for the best solution to the resource

allocation problem.

The implementation environment for the algorithm involves Python 3 as the programming lan-

guage, leveraging its simplicity and wide range of libraries. The IDE used is PyCharm, specifically

the Professional Edition, which offers features like intelligent code suggestions, debugging tools,

virtual environment management, and an integrated terminal. The operating system is Windows 10.
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Table 3.1: Simulation Parameters
Genetic Algorithm

Crossover probability 0.4
Mutation probability 0.08
Number of generations 300
Number of genes 129
Population size 50
Mutation type Random
Crossover type Single point

Multi-encoder Semantic
Number of PT updates m 40
Number of Encoders L 3
Power constant κ 10−11WHz−3

CPU frequency fcpu 105Hz
Total Bandwidth B 107Hz
Phi Φ 1100
phi ϕ 0.9
power threshold P̄l 3KW

For a fair comparison between our proposed multi-encoder semantic model and the existing

semantic structure, we implemented three additional semantic encoder frameworks, each configured

with identical kl values. Although the existing system uses a single-encoder framework, we adapted

it to replicate the encoding rate achievable in the proposed multi-encoder model. We then applied

the genetic algorithm to optimize resource allocation across all models. In these comparisons,

our proposed model is labeled kl = [9, 6, 3], while the benchmark models are configured with

kl = [9, 9, 9], kl = [6, 6, 6], and kl = [3, 3, 3]. Typically each of the benchmark setups represents a

single encoder with kl = 9, kl = 6, and kl = 3 respectively. By evaluating the performance of these

models, the simulation results will reveal how the multi-encoder system outperforms the single-

encoder configurations, showing its ability to achieve higher accuracy, lower latency, and overall

better system performance in the context of semantic communication for HDT synchronization.

Figure 3.2 illustrates the performance of the proposed multi-encoder semantic system in terms

of latency violations. Latency violation refers to the extent to which the actual latency exceeds the

predetermined threshold, providing an indication of how much delay surpasses acceptable limits.

The figure clearly highlights that our proposed system performs better than the benchmark models,

32



1.0 1.5 2.0 2.5 3.0 3.5 4.0
Inner Iterations

0

1

2

3

4

5

6

7

Av
er

ag
e 

La
te

nc
y 

Vi
ol

at
io

n 
(m

illi
se

co
nd

s)

k_l = Proposed Model
k_l = [9, 9, 9]
k_l = [6, 6, 6]
k_l = [3, 3, 3]

Figure 3.2: The Latency Violation versus the number of inner iterations n

particularly in reducing latency violations. As we increase the number of internal iterations, the sys-

tem faces stricter resource constraints, which leads to a noticeable rise in latency violations. This

trend is expected because higher internal iterations imply a more complex resource allocation sce-

nario, putting more strain on the system. However, the proposed multi-encoder system effectively

mitigates this issue by dynamically adjusting the resource allocation based on the priority of differ-

ent updates. By prioritizing more sensitive updates (those that are crucial for maintaining semantic

accuracy) over less sensitive ones, the system optimizes its resources in real-time, ensuring that

critical updates are processed with lower latency. This adaptive resource allocation strategy is key

to the system’s ability to minimize latency violations, even when the resources are constrained. The

figure demonstrates the robustness and efficiency of the proposed model, which not only maximizes

system performance but also ensures that latency remains within acceptable limits despite varying

resource conditions.

The results in Figure 3.3 highlight the importance of selecting adequate kl values to maintain

accuracy in updates. The configuration where kl = [3, 3, 3] demonstrates a clear inability to meet

accuracy requirements as the number of inner iterations increases. In contrast, configurations with
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Figure 3.3: The Accuracy Violation versus the number of inner iterations n

higher kl values, such as kl = [9, 9, 9], kl = [6, 6, 6], and the proposed kl = [9, 6, 3], consistently

avoid accuracy violations. This reinforces the proposed model’s ability to meet accuracy demands

by appropriately allocating resources to satisfy the update requirements. The results underscore

the significance of selecting and adjusting kl values to achieve the right trade-off between resource

allocation and the accuracy of updates. By allocating resources strategically, the proposed model

ensures that the system can meet accuracy requirements, effectively avoiding violations and main-

taining optimal system performance under varying conditions.

Figure 3.4 illustrates the power consumption trends for the different configurations as the num-

ber of iterations increases. As expected, power consumption increases with higher kl values, re-

flecting the greater computational demands and higher frequency utilization required for operation.

Specifically, configurations with larger values, such as kl = [9, 9, 9] and kl = [6, 6, 6], naturally

exhibit higher power consumption due to the increased encoding and processing capacity needed.

Although the proposed model with kl = [9, 6, 3] consumes more power than the configuration with

kl = [3, 3, 3] the additional power consumption is justified by the substantial performance improve-

ments it offers in terms of accuracy and latency violation. The dynamic resource allocation strategy
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Figure 3.4: The Power Consumption versus the number of inner iterations n

of the proposed model ensures that power is utilized more efficiently, prioritizing critical updates

and optimizing performance under constrained resources. In this context, the marginal increase

in power consumption is a trade-off for better accuracy and reduced latency violations, demon-

strating that the benefits of the proposed system outweigh the costs associated with higher power

requirements. This result highlights the importance of considering both power efficiency and sys-

tem performance when designing semantic communication systems. Although power consumption

is a critical factor, the proposed model’s ability to meet accuracy and latency constraints makes the

higher power consumption a reasonable and valuable investment.

Figure 3.5, presents the reward metric as defined in (20), offering insights into how different

configurations perform with respect to both penalties and performance gains across the inner itera-

tions. The results indicate that the proposed model, along with configurations that utilize higher kl

values, such as kl = [9, 9, 9] and kl = [6, 6, 6] consistently maintain a stable average total reward

throughout the iterations. This stability is a strong indicator that these configurations are able to bal-

ance the various performance factors, effectively minimizing penalties and offsetting any incurred

penalties with substantial performance gains in areas like accuracy and latency. For example, the
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Figure 3.5: The Average Total Reward R versus the number of inner iterations n

configuration with kl = [9, 9, 9] is expected to achieve high accuracy in the updates, as reflected

by its reward. However, as shown in Figure 3.2 and Figure 3.4, it does face penalties related to

latency and power constraints. Despite these penalties, the significant accuracy reward, which has

a high coefficient in the reward function, compensates for the incurred losses. This demonstrates

how higher kl values can enhance overall system performance, even when some trade-offs are made

with respect to power consumption and latency violations. On the other hand, the configuration with

kl = [3, 3, 3] faces a different challenge. While it experiences a smaller penalty related to power

consumption, it incurs a much higher accuracy penalty. This is due to its inability to meet the accu-

racy requirements for critical PT updates, which are vital for the overall performance of the system.

The higher accuracy penalty negatively impacts the reward, as the lack of sufficient semantic ac-

curacy outweighs any minor power savings, underscoring the importance of selecting appropriate

kl values that meet both accuracy and latency constraints. Thus, the reward metric highlights the

trade-offs between accuracy, latency, and power consumption, emphasizing the proposed model’s

capability to balance these factors more effectively than other configurations.
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Chapter 4

Lyapunov-Assisted DRL-based

Multi-Encoder Semantic

Communication for HDT

Synchronization

To explore the system model stability over a long-term, we re-formulate the short-term prob-

lem in chapter 3 to a long-term optimization problem. This is necessary to balance the immediate

performance with future goals, such as maintaining queue stability, ensuring sustainable energy us-

age, and achieving high throughput over the entire network’s operation. This will mitigate the risk

of short-sighted decisions prioritizing immediate gains at the expense of long-term efficiency and

resilience. It integrates cumulative effects and evolving system states, ensuring that the model oper-

ates optimally not just in the short term but also over an extended horizon. Thus, the reformulated

problem provides a robust framework for addressing both present and future demands, contributing

to the overall stability and sustainability of the system.
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4.1 System Model

To extend the system model and formulations introduced in Chapter 3 to a long-term scenario,

we define the arrival pattern and queue management for PT updates and examine their impact on

system performance, particularly the latency.

The PT update arrival model assumes updates arrive independently over time, each with unique

attributes: data size di(t), minimum accuracy requirement ξimin(t), and maximum latency require-

ment ℓimax(t) for i = 1, ...,m. Arrivals follow a Poisson process, and each attribute is modeled

as independent and identically distributed (i.i.d.) across time slots. Specifically, the data size

di(t) is sampled from a uniform distribution U(dlow, dhigh), the accuracy requirement ξimin(t) from

U(ξlow, ξhigh), and the latency requirement ℓimax(t) from U(ℓlow, ℓhigh).

4.1.1 Queuing Model

Assume an arrival rate λ(t), where each update in the arrival stream is assigned to a virtual queue

Ql that is serviced by encoder l. Let λl(t) represent the portion of updates allocated to encoder l at

time t, such that
L∑
l=1

λl(t) = λ(t). (25)

The queue length of encoder l at the beginning of time slot t is denoted byQl(t), and its state update

at t+ 1 is defined as

Ql(t+ 1) = max(Ql(t)− µl(t), 0) + λl(t), (26)

where µl(t) represents the encoding rate of encoder l at time t. To satisfy causality, we impose the

constraint µl(t) ≤ Ql(t), ensuring that Ql(t) ≥ 0 for all t. Thus, we can simplify the queue update

equation to

Ql(t+ 1) = Ql(t)− µl(t) + λl(t). (27)

We assume that the queue buffer capacity is sufficiently large to prevent data loss. However, con-

trolling the average waiting time is crucial for meeting PT requirements, as the average waiting time

is directly proportional to the average queue length. Therefore, maintaining a stable queue length is

essential to ensure finite processing times. According to [39], queue stability is achieved under the
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following constraint:

lim
T→∞

1

T

T∑
t=1

E{Ql(t)} <∞, ∀l ∈ {1, 2, .., L}. (28)

This condition ensures that the expected queue length remains bounded over time, supporting stable

processing across all queues.

4.2 Problem Formulation

Each PT i arrives with di(t), ξimin(t), ℓ
i
max(t). The data di(t) can be expressed in terms of the

data unit δ as Ni(t)δ, where Ni(t) is the number of data units contained in the dataset. The PT i

update data is assigned with ρli(t) to encoder l:

ρli(t) = g(di(t), ξ
i
min(t), ℓ

i
max(t), Ql(t), kl). (29)

The assigned dataset joins the queue of the allocated encoder. The queue which operates on a

first-in-first-out (FIFO) protocol, leads the dataset to the semantic encoder. The encoded semantic

information is then transmitted to the VT over the network. The total latency ℓli incurred when PT i

is assigned to encoder l can be given by

ℓli(t) = ℓQl
i (t) + ℓEl

i (t) + ℓTl
i (t), (30)

where ℓQl
i (t) is the queue delay, ℓEl

i is the encoding latency, and ℓTl
i is the transmission latency. To

synchronize the encoders such that the time frame aligns, we want the encoders to process the same

number of PT updates over a time frame. Hence, we define the latency as:

ℓEl
i (t) + ℓTl

i (t) ≤ min
( τ
n
, ℓimax(t)− ℓ

Ql
i (t)

)
, n ∈ Z+, (31)

where τ is the time frame interval, and n defines the number of PT updates each encoder processes

in a time slot. Next, we address each of the factors contributing to the latency, which include the

queue waiting time ℓQl
i (t), the encoding time ℓEl

i (t), and the transmission time ℓTl
i (t). The encoding

and transmission time follows the definition in (13) and (15) respectively. To evaluate the waiting
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time on queue Ql(t), the average queue length can be expressed as

Ql = lim
T→∞

1

T

T∑
t=1

Ql(t). (32)

From Little’s law L = λW , where W represents the waiting time in the queue, λ is the average

arrival rate, and L is the queue length. The waiting time on Ql(t) can therefore be defined as:

ℓQl
i (t) = lim

T→∞

1

λlT

T∑
t=1

Ql(t). (33)

From (2) and (7), the encoding-transmission rate for a single PT update i over the encoding and

transmission resources l is expressed as

µli(t) =
µEl (t)µ

Tl
i (t)

µEl (t) + µTl
i (t)

. (34)

The total encoding-transmission rate of encoder l can therefore be derived as

µl(t) =
m∑
i=1

ρli(t)µ
l
i(t). (35)

The system performance at time t in terms of accuracy and system latency can be defined as:

ψ(t) =
L∑
l=1

m∑
i=1

ρli(t)

(
Φξli(t) +

ϕ

ℓli(t)

)
(36)

where Φ and ϕ are the accuracy and latency scale parameters.
∑m

i=1 ρ
l
i(t) ∀l ∈ L represents

the number of HDT updates each encoder processes in a time frame. The optimization vari-

ables include encoder queue assignment, computational frequency, bandwidth allocation, and power

allocation. The optimization variable can be concatenated as A = {A(t)}t∈T , where A(t) =

{ρ(t), f(t),B(t),P(t)}t∈T comprehensively. Specifically, ρ(t) = {ρli(t)}i∈N,l∈L, f(t) = {fl(t)}l∈L,

B(t) = {Bl(t)}l∈L, and P(t) = {Pl(t)}l∈L.

Our goal is to maximize the overall system performance over a long-term as formulated in the
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following optimization problem:

P0 max
A

lim
T→∞

1

T

T∑
t=0

E[ψ(t)] (37a)

s.t. C1 : ρli(t) ∈ {0, 1}, (37b)

C2 :

L∑
l=1

ρli(t) = 1,∀i ∈ {1, 2, ..,m}, (37c)

C3 : lim
T→∞

1

T

T∑
t=0

Pl(t) ≤ P̄l, (37d)

C4 :
L∑
l=1

Bl(t) ≤ Bmax, (37e)

C5 :
L∑
l=1

fl(t) ≤ fcpu, (37f)

C6 : ℓEl
i (t) + ℓTl

i (t) ≤ min
(
τ

n
, ℓimax(t)− ℓ

Ql
i (t)

)
n ∈ Z+, (37g)

C7 : ξli(t) ≥ ξimin(t), (37h)

C8 : µl(t) ≤ Ql(t), (37i)

C9 : lim
T→∞

1

T

T∑
t=1

E{Ql(t)} <∞,∀l ∈ {1, 2, .., L}. (37j)

where C1 and C2 ensure binary allocation of a data update to only one of the encoders, C3 is the

long-term power allocation constraint for the encoders. C4 and C5 indicate the maximum available

CPU frequency and transmission bandwidth for each time slot. C6 and C7 represent the latency and

accuracy constraints for each PT update. C8 ensures that the encoding-transmission rate at every

time frame does not exceed the available data in the queue. C9 ensures the queue stability.

The problem P0 represents a multistage stochastic optimization problem with random channel

conditions and data arrivals. It involves jointly determining the queue allocation and optimizing

resource allocation in a sequential time frame under these stochastic conditions. The decision vari-

ables in P0 are interdependent, with resource management decisions made at one time step affecting

the system’s performance in future time steps. This complexity, along with the dynamic nature of
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the problem, suggests that traditional optimization approaches may struggle to find effective solu-

tions.

One approach to address this problem is to apply Deep Reinforcement Learning (DRL), which

has been shown to achieve optimal solutions for Markov Decision Process (MDP) problems. While

DRL is a powerful tool for complex sequential decision-making, it faces significant challenges in

handling long-term constraints, especially when these constraints are not explicitly included in the

state representation. Specifically, DRL encounters difficulties with:

• Constraint embedding: Incorporating constraints directly into the reward function often

requires careful tuning, which may not guarantee the satisfaction of long-term constraints.

• Accumulating long-term constraint effects: DRL lacks an inherent mechanism to accumu-

late the effects of long-term constraints that are not represented in the state, which can lead to

constraint violations over time.

On the other hand, Lyapunov optimization provides a mathematically rigorous approach to man-

aging long-term constraints by transforming them into virtual queue stability problems. These

virtual queues act as a persistent memory for past constraint violations, ensuring that long-term

constraints are tracked and maintained over time. While Lyapunov optimization excels in man-

aging long-term constraints, DRL is particularly well-suited to solving the underlying MDP and

optimizing the utility function.

Therefore, a hybrid approach combining Lyapunov optimization with DRL is particularly well-

suited for our problem, as it ensures both theoretical rigor and practical effectiveness. Specifically:

(1) Lyapunov optimization is deployed to decouple the long-term stochastic problem into a se-

ries of deterministic per-frame MDP problems. This guarantees that all long-term constraints

are satisfied by solving each time-frame subproblem sequentially [40].

(2) DRL is employed with a model-free actor and a model-based critic to solve the per-frame

MDP efficiently, leveraging DRL’s strengths in optimizing utility under complex, dynamic

conditions.
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This combined approach addresses the limitations of DRL in handling long-term constraints

while exploiting its ability to optimize sequential decision-making effectively.

4.2.1 Lyapunov Guided Problem Transformation

In this section, we deploy Lyapunov optimization to decouple the stochastic multistage problem

into a per-time slot deterministic problem. First, to cope with the long-term power constraint in

(37d), we introduce virtual power deficit queues, as described below:

Zl(t+ 1) = max
[
Zl(t) + Pl(t)− P̄l, 0

]
, (38)

where Zl(0) = 0. The virtual power queue Zl(t) represents the deviation between the current

power consumption and the time-averaged power constraint in (38), indicating the degree to which

the constraints are being satisfied.

To jointly control the power and the PT arrival queue, we introduce Y(t) = {Z(t),Q(t)} as the

total queue backlog, where Q(t) = {Ql(t)}l∈L and Z(t) = {Zl(t)}l∈L. The Lyapunov function

can be expressed as

L(Y(t)) =
1

2

∑
l∈L

(Yl(t))
2 . (39)

The corresponding Lyapunov drift can be defined as

∆L(Y(t)) = E[L(Y(t+ 1))− L(Y(t))|Y(t)]. (40)

To maximize the long-term system performance while ensuring the power consumption and data

virtual queue constraint, we define a Lyapunov-drift-plus-penalty function as

∆V L(Y(t)) = ∆L(Y(t))− V E[ψ(t)|Y(t)], (41)

where V is a positive value representing the trade-off between the virtual queue stability and the

system performance. The upper bound of the drift is derived using the following lemma.
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Lemma 1. The Lyapunov-drift-plus-penalty defined in (41) is bounded by:

∆V L(Y(t)) ≤ G− V E[ψ(t)|Y(t)] +
∑
l∈L

E[Zl(t)(Pl(t)− P̄l)|Y(t)]

+
∑
l∈L

E[Ql(t)(λl(t)− µl(t))|Y(t)]. (42)

Proof. from (38) we have


(Zl(t+ 1))2 = Zl(t)

2 + 2Zl(t)(Pl(t)− P̄l) + (Pl(t)− P̄l)
2,

(Ql(t+ 1))2 = Ql(t)
2 + 2Ql(t)(λl(t)− µl(t)) + (λl(t)− µl(t))2.

(43)

By taking the sum over L queues on both sides, we have



1
2

∑
l∈L(Zl(t+ 1))2 − 1

2

∑
l∈L(Zl(t))

2 =
∑

l∈L Zl(t)(Pl(t)− P̄l)+

1
2

∑
l∈L(Pl(t)− P̄l)

2,

1
2

∑
l∈L(Ql(t+ 1))2 − 1

2

∑
l∈L(Ql(t))

2 =
∑

l∈LQl(t)(λl(t)− µl(t))+

1
2

∑
l∈L(λl(t)− µl(t))2.

(44)

Taking the conditional expectation of (44) we have



1
2

∑
l∈L E[(Zl(t+ 1))2|Y(t)]− 1

2

∑
l∈L E[(Zl(t))

2|Y(t)] ≤

G1 +
∑

l∈L E[Zl(t)(Pl(t)− P̄l)|Y(t)],

1
2

∑
l∈L E[(Ql(t+ 1))2|Y(t)]− 1

2

∑
l∈L E[(Ql(t))

2|Y(t)] ≤

G2 +
∑

l∈L E[Ql(t)(λl(t)− µl(t))|Y(t)].

(45)
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where 
G1 =

1
2

∑
l∈L E[(P l

max)
2 + (P̄l)

2],

G2 =
1
2

∑
l∈L E[(λlmax)

2 + (µl(t))
2].

(46)

where P l
max and λlmax are, respectively, the maximum power consumption and the maximum PT

update allocation for encoder l in a time slot. where G = G1 +G2, the sum of (45) gives

∆L(Y(t)) ≤ G+
∑
l∈L

E[Zl(t)(Pl(t)− P̄l)|Y(t)]

+
∑
l∈L

E[Ql(t)(λl(t)− µl(t))|Y(t)]. (47)

We obtain (42) by subtracting V E[ψ(t)|Y(t)] to both sides of (47) to complete the proof .

The long-term multi-stage optimization problem P0 is transformed into several deterministic

problems with per-slot constraints. In each time slot, we use an opportunistic expectation mini-

mization technique[40]. We observe the queue backlogs Y(t) and decide the power allocation and

queue assignment control actions accordingly to minimize the upper bound in (42). With this ap-

proach, we can reformulate the optimization problem P0 into a per-slot resource allocation problem

as

P1 min
A(t)
− V [ψ(t)] +

∑
l∈L

[Zl(t)(Pl(t)− P̄l)|Y(t)] +
∑
l∈L

[Ql(t)(λl(t)− µl(t))|Y(t)] (48)

s.t. C1, C2, C4 − C8.

In the next section, we will demonstrate how we can satisfy the long-term constraint in P0 by im-

plementing a low-complexity algorithm leveraging DRL. We combine a model-free DRL approach

with a model-based online optimization algorithm.
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4.3 Deep Reinforcement Learning based Online HDT Synchroniza-

tion

P1 can be categorized as a Markov process because it involves sequential decision-making over

time, where actions taken in each state influence future states. The variable A(t) consists of both

binary and continuous components, which can be represented as A(t) = {ρ(t),D(t)}, where ρ(t)

denotes the binary data allocation variable, and D(t) = {f(t),B(t),P(t)} represents the continu-

ous resource optimization variable set. Therefore, to solve the Markov problem involving optimal

binary data allocation and continuous resource optimization, we employ a DRL-based synchro-

nization framework, as shown in Figure 4.1. This framework consists of three key modules: a

model-free actor module, a model-based critic module, and a DNN model policy update module.

Given the information on queue state, data arrival, and channel state, the actor module outputs a set

of data allocation actions. The critic module then evaluates and optimizes resource allocation based

on these data allocations. The optimal actions and resource allocation are selected to update the

queue state. Over time, the DNN module updates to improve the actor’s policy. This process runs

iteratively, as detailed below.
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4.3.1 Model Free Actor Module

The model-free actor module is a DNN-based model that derives the optimal HDT update allo-

cation decisions given the current queue state, channel state information, and HDT update arrival as

input. It consists of a DNN, a row-wise softmax operation, and a row-wise one-hot encoding.

Given m new HDT updates arriving and L sets of encoders, the state input is reshaped and

concatenated into a one-dimensional feature vector g ∈ Rn, where n is the dimensionality of the

input state:

g = [g1, g2, . . . , gn] ∈ Rn. (49)

The neural network parameter θ(t), which is initialized randomly with a standard normal distribu-

tion at t = 1, maps the input g to an output matrix O, where O ∈ Rm×L, with m representing the

number of decision dimensions and L representing the number of possible actions in each dimen-

sion:

O = fθ(t)(g) ∈ Rm×L, (50)

where fθ(t) represents the deep neural network. Note that the matrix O is the raw output of the

network before any normalization. The raw output matrix O is then converted into a probability

matrix Pr using the softmax function applied row-wise. Each row in Pr represents a probability

distribution over L actions for each decision dimension:

Pri,j =
exp(Oi,j)∑L
k=1 exp(Oi,k)

∀i = 1, . . . ,m, j = 1, . . . , L, (51)

where Pri,j is the probability of selecting action j in row (decision dimension) i. For each row i of

the probability matrix Pr, we select the top k actions with the highest probabilities. Let Ti be the

set of indices of the top k actions for row i. We have

Ti = {a(1)i , a
(2)
i , . . . , a

(k)
i } = argmax

j
Pri,j ∀i = 1, . . . ,m. (52)

To satisfy the constraint specified in (37b) and (37c), for each selected action a(k)i , we create a one-

hot encoded matrix M (k)
i,j , where each row i contains a single 1 at the position corresponding to the
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highest probability action and 0 elsewhere. Mathematically, the one-hot encoded matrix is defined

as:

M
(k)
i,j =


1, if j = a

(k)
i

0, otherwise
∀i = 1, . . . ,m, j = 1, . . . , L. (53)

This gives the final action matrix ρ(t) = M
(k)
i,j ∈ Rm×L. For each of the top k actions, a one-hot

matrix M(k) ∈ Rm×L is constructed as:

M(i) =



M
(i)
1

M
(i)
2

...

M
(i)
L


, i ∈ {1, 2, . . . , k}.

The function returns a set of k encoded matrices:

{
M(1),M(2), . . . ,M(k)

}
,

where each matrix M(i) represents the i-th top action for all rows.

4.3.2 Model-based Critic Module

The critic module in this framework is responsible for evaluating the actions ρ(t) taken by the ac-

tor module, providing an estimate of the expected rewards based on the current state and the actor’s

chosen action. This feedback helps the actor improve its decision-making over time by adjusting its

policy based on the evaluation provided by the critic. Unlike traditional actor-critic models, where

the critic relies on a model-free deep neural network (DNN) to evaluate actions without explicit

knowledge of the underlying system dynamics, this framework utilizes a model-based approach. In

conventional setups, the critic network is trained solely on experience data and approximates the

value function by learning from past actions and rewards. While flexible and applicable to a wide

range of problems, this model-free approach may require extensive training and can suffer from

instability, especially when dealing with complex resource allocation problems. In contrast, this
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framework leverages model-based information to improve the critic’s evaluation. It utilizes known

system models to solve the optimal resource allocation problem analytically. By solving the opti-

mal resource allocation problem analytically, the framework achieves better performance and faster

convergence compared to traditional model-free critics. This approach reduces the uncertainty and

variance that can arise from approximation errors in a purely model-free setup, leading to more

efficient resource utilization and improved decision-making by the actor.

To solve the optimization problem in (48), given the HDT update allocation parameter ρ(t)

which satisfy the constraint C1 and C2, we can rewrite the optimization problem P1 as

P2 max
D(t)

V [ψ(t)] +
∑
l∈L

[Ql(t)(µl(t))]−
∑
l∈L

[Zl(t)(Pl(t))] (54)

s.t. C4 − C8.

From (31), in each iteration, each encoder can process n HDT updates from their respective queue

provided Ql(t) ≥ n; hence, for each iteration we have:

P3
∑
i∈n

max
D(t)

∑
l∈L

[
V

(
Φξli(t) +

ϕ

ℓli(t)

)
+Ql(t)µl(t)− Zl(t)Pl(t)

]
. (55)

s.t. C4 − C9.

We can therefore optimize resources for each update i by decomposing the problem into an

encoding optimization problem and a transmission optimization problem.
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Encoding Problem Optimization

Given the allocation action and assume an optimal transmission latency ℓ̄Tl
i (t), P3 can be rewrit-

ten as

P4 max
fl(t)

∑
l∈L

[(
V ϕ

N l
i (t)

+Ql(t)

)
fl(t)

αkl
− Zl(t)κ(fl(t))

3

]∣∣∣∣
i

(56a)

s.t.
∑
l∈L

fl ≤ fcpu (56b)

N l
i (t)αkl
fl(t)

≤ min
(
τ

n
, ℓimax(t)− ℓ

Ql
i (t)

)
− ℓ̄Tl

i (t). (56c)

Since fl(t) ≥ 0, the optimization problem is concave in the feasible region. We use the Karush-

Kuhn-Tucker (KKT) condition to solve it. The Lagrangian function of the P4 is

L(fl, λ, µ) =
∑
l∈L

[(
V ϕ

N l
i (t)

+Ql(t)

)
fl
αkl
− Zl(t)κ(fl)

3

]
(57)

+ λ

(
fcpu −

∑
l∈L

fl

)

+
∑
l∈L

µl

(
min

( τ
n
, ℓimax(t)− ℓ

Ql
i (t)

)
− ℓ̄Tl

i (t)− N l
i (t)αkl
fl

)
,

where λ is the Lagrange multiplier for the total frequency constraint and µl is the Lagrange multi-

plier for the latency constraint of each l ∈ L. The multiplier satisfies the constraints

λ ≥ 0, µl ≥ 0 ∀l ∈ L. (58)

Given that (56b) is satisfied, fl(t) is bounded above by fcpu, and bounded below by

fmin
l (t) =

N l
i (t)αkl

min
(
τ
n , ℓ

i
max(t)− ℓ

Ql
i (t)

)
− ℓ̄Tl

i (t)
. (59)

We can obtain f∗l (t) by finding the root of the stationary point of the Lagrangian function with

respect to fl(t), λ, and µl.
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Transmission Problem Optimization

The transmission optimization problem, given the update allocation action and the optimized

frequency allocation f∗l (t), can be defined as:

P5 max
P

Tl
i (t),Bl(t)

∑
l∈L

[
V

(
Φξli(t) +

ϕ

ℓTl
i (t)

)

+Ql(t)µ
Tl
i (t)− Zl(t)P

Tl
i (t)

]∣∣∣∣
i

(60a)

s.t.
∑
l∈L

Bl ≤ Bmax (60b)

ℓTl
i (t) ≤ min

(
τ

n
, ℓilmax(t)− ℓ

Ql
i (t)

)
− ℓ̄El

i (t) (60c)

P Tl
i (t) ≤ P Tl

max (60d)

ξli(t) ≥ ξ
il
min (60e)

The problem P5 is inherently non-convex, largely due to the nature of semantic communica-

tion. In this context, the semantic accuracy, denoted as ξli(t), is dependent on the machine learning

algorithm responsible for interpreting and conveying the meaning of the transmitted data. However,

since directly computing the semantic accuracy for each configuration can be complex, we utilize

an empirical approximation via the semantic accuracy lookup table provided in [36].

Given the constraints on both accuracy and latency, solving P5 in its original form presents

a challenge. To address this, we first relax the accuracy and latency constraints by incorporating

them into a penalty function. This converts the original constrained problem into a more tractable

form where deviations from the desired accuracy and latency are penalized, thus softening the hard

constraints.

To approximate an optimal solution, we apply differential evolution (DE), a meta-heuristic op-

timization algorithm well-suited for solving non-convex problems. DE operates by evolving a pop-

ulation of candidate solutions through the mechanisms of mutation, crossover, and selection. Each
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candidate solution is iteratively refined based on its performance, with the goal of minimizing the

objective function while accounting for the penalty terms associated with accuracy and latency.

Differential evolution is particularly effective in this context because it is capable of explor-

ing large, complex solution spaces without being restricted by convexity assumptions. It uses a

population-based approach, allowing it to maintain diversity in the search space and avoid being

trapped in local optima. Over successive generations, DE converges towards a solution that satisfies

the relaxed constraints while approximating the optimal trade-off between accuracy, latency, and

power consumption. This combined approach—relaxation of constraints via a penalty function and

optimization via differential evolution—offers a robust and efficient strategy for solving P5, even

in the face of the problem’s non-convexities and the dependencies on machine learning models for

semantic accuracy.

4.3.3 DNN Policy Update Module

This module is responsible for training the Deep Neural Network (DNN) model to update the

policy for data allocation decisions. It operates by randomly selecting samples from a replay mem-

ory, which stores recent data pairs, (g(t), ρ(t)), where g(t) represents the observed state and ρ(t) is

the corresponding data allocation decision. The replay memory has a fixed size and only retains the

most recent training samples, starting initially as an empty buffer and filling up over time as new

data is gathered.

The DNN model is initialized randomly and used to generate initial data allocation decisions.

The policy is updated at regular intervals to continuously improve the quality of these decisions. To

avoid overfitting, the DNN is retrained every δT time units, which allows the model to adapt without

becoming too dependent on recent data samples.

F(θ(t)) = − 1

|S(t)|
∑

τ∈S(t)

[
ρ∗(τ)⊤ log fθ(t) (g(τ))+

(1− ρ∗(τ))⊤ log
(
1− fθ(t) (g(τ), )

) ]
. (61)

At each retraining point, when (t mod δT ) = 0, a random batch of data samples is drawn from the
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set {(g(τ), ρ(τ)) | τ ∈ S(t)}, where S(t) denotes the available time indices in the replay memory.

The Adam optimizer is then used to update the DNN’s parameters by minimizing the average cross-

entropy loss over the selected samples. This ensures that the DNN continues to refine its ability

to make accurate data allocation decisions over time. We summarize the whole procedure of the

proposed DRL-Based HDT Synchronization Algorithm in Algorithm 2.

Algorithm 2 DRL-Based HDT Synchronization Algorithm
1: Input: Parameters V , T , training interval δT , k(t) update interval δk;
2: Output: Control actions {A(t)}Tt=1;
3: Initialize the DNN with random parameters and empty replay memory, k ← L;
4: Empty initial data queue Ql(1) = 0 and power queue Zl(1) = 0, for i = 1, . . . , L;
5: for t = 1, 2, . . . , T do
6: Observe the input g(t) = {h(t),Q(t),Z(t)λ(t)} and update k(t) if mod(t, δk) = 0;
7: Generate a relaxed data allocation action O(t) = fθ(t)(g(t)) with the DNN;
8: convert the relax action into probability Pri,j(t)i ∈ m, j ∈ L using softmax
9: Select top k(t) actions using order preserving method and quantize Pi,j(t) into k(t) one-hot

binary actions ρ(t);
10: for i = 1, 2, . . . , k do
11: Use the ith action to execute the synchronization mini slots, and optimize the resource

allocation D(t)
12: end for
13: Select the best action A∗(t) that gives the maximum reward
14: Update the replay memory by adding (g(t), ρ(t));
15: if mod(t, δT ) = 0 then
16: Uniformly sample a batch of data set {(g(τ), ρ(τ)) | τ ∈ S(t)} from the memory;
17: Train the DNN with {(g(τ), ρ(τ)) | τ ∈ S(t)} and update θ(t) using the Adam opti-

mizer;
18: end if
19: update the queue Ql(t) and Zl(t) state
20: t← t+ 1;
21: new data arrival λ(t) and channel state h(t);
22: end for
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

This work introduces an innovative multi-encoder semantic communication model for HDT

synchronization, which takes advantage of the diversity in HDT update dynamics. By configuring

multiple encoders with varying capacities and configurations, the model allows for dynamic alloca-

tion of PT updates to the most appropriate encoder. This decision is based on the available resources

and the specific requirements of each update, enabling a more flexible and efficient system design.

The system is formulated as a MINLP optimization problem, aiming to maximize the overall

system performance. The performance is defined as a linear combination of latency and accuracy

metrics, which are essential for ensuring the successful transmission and interpretation of HDT data.

To solve this problem, an optimal solution is derived using a Genetic Algorithm (GA), a technique

known for its ability to handle complex, nonlinear optimization tasks with mixed-integer variables.

The simulation results presented demonstrate that the proposed multi-encoder semantic sys-

tem significantly outperforms existing semantic communication models. Specifically, it excels in

terms of power management, ensuring that system resources are utilized efficiently. Additionally,

the proposed model achieves optimal latency and accuracy, providing a robust solution for HDT

synchronization in resource-constrained environments.

We extend the short-term optimization problem into a long-term framework to ensure both sta-

bility and optimal decision-making that considers future objectives. Using Lyapunov optimization,
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we break the problem into manageable deterministic subproblems for each time step while maintain-

ing long-term constraints. To solve this, we employ a hybrid deep reinforcement learning approach,

combining a model-free actor for decision-making and a model-based critic for evaluating actions.

This approach optimizes resource allocation over time, balancing immediate and future performance

goals effectively.

5.2 Future Work

The future work highlighted in this thesis is divided into two sections and presented below.

5.2.1 Developing and Simulating the framework ”Lyapunov-Assisted DRL-based

Multi-Encoder Semantic Communication for HDT Synchronization” as out-

lined in Chapter 4

This simulation will provide insights into how effectively the Lyapunov-assisted reinforcement

learning mechanism can optimize HDT synchronization, given the dynamic demands and complex-

ities of real-time environments. The simulation should focus on verifying the framework’s per-

formance across different metrics, including resource utilization, latency, and system stability. By

testing multiple encoder configurations and observing how the Lyapunov-based decision-making

manages short-term resource demands alongside long-term stability objectives, the simulation will

highlight the framework’s efficiency in adapting to varying workloads and ensuring reliable HDT

update synchronization. Furthermore, the model-free actor and model-based critic components

within the DRL setup can be tested to evaluate how well they cooperate in achieving an optimal

balance between immediate and long-term goals under constraints.

5.2.2 Preemptive Queue Protocol

It is also important to explore the integration of a preemptive queue protocol to further enhance

the efficiency of the framework. In the current setup, updates are processed in the order of their

arrival, which may not always align with the urgency or importance of the updates. By implementing

a preemptive queue protocol, we can prioritize HDT updates based on their specific requirements,
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regardless of their position in the queue. This would ensure that critical updates with strict deadlines

or higher priority are processed first, thereby improving the system’s responsiveness and its ability

to meet real-time constraints.

In addition to considering the preemptive queue protocol, it is essential to also explore the im-

plementation of a breakout mechanism to prevent updates from remaining in the queue indefinitely.

Without such a mechanism, there is a risk of congestion in the queue, leading to delays beyond

acceptable limits. The breakout mechanism would impose a time constraint, ensuring that updates

are not left in the queue for too long without being processed. This would not only prevent delays

from accumulating but also ensure a continuous and smooth flow of updates, reducing the risk of

bottlenecks in the system.

Together, the incorporation of a preemptive queue protocol and a breakout mechanism could

significantly improve the framework’s adaptability to varying workloads and real-time demands,

enhancing its overall efficiency, stability, and timeliness in HDT synchronization tasks. These en-

hancements would better enable the system to handle resource constraints and dynamic environ-

ments in future implementations.
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