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Abstract 
Digital scholarship librarians must continually assess digital tools for the needs of researchers and other 
stakeholders. Selecting these tools without a well-defined, evaluation process risks their lack of use, 
wasted funds, and dissatisfied stakeholders. In this case study, the Concordia University Library had to 
decide whether to upgrade its preferred reference management tool or migrate to a new one. In order to 
find a solution that would best satisfy the users, the Library undertook a comprehensive evaluation 
process. A digital scholarship librarian applied a model, similar to what is frequently used in the private 
sector, to the academic situation and fit it for the constraints of the particular situation. The case study 
serves as an example of a process that DS librarians can use repeatedly to identify the strengths and 
weaknesses of a group of tools with respect to user requirements. It promotes communication with 
stakeholders thus reinforcing relationships among librarians and their research community. 

 

Introduction 
Fostering and managing digital scholarship (DS) initiatives entails regularly evaluating new software or 
technologies. These tools, essential to digital scholarship, can enable techniques and avenues in 
research that would not otherwise have been possible. However, the effort to wisely identify and select 
them is significant and comes with risks. An ideal evaluation of these tools can involve many 
stakeholders and phases but must contend with boundaries set by institutional circumstances or 
resources. How can we consistently practice evaluation processes that achieve stakeholder buy-in for 
the right tools? 
 
Digital scholarship librarians sometimes operate in consultative roles, sometimes in collaborative 
roles1. Both roles encounter many new technologies that need to be evaluated for their fit, capacity to 
further research, and benefit to stakeholders. If an evaluation is undertaken with good understanding of 
the users’ needs along with the broader implications of employing the tools, it stands a better chance of 
user adoption. Alternatively, acquiring these tools without a well-planned evaluation process risks 
stakeholders being unsatisfied, not using the tools, and funds being wasted.  
 
I will describe a model for evaluating software and provide an example of its use at the Concordia 
University Library (a comprehensive university in Montréal). The model is based on my practice 
within the private-sector at an enterprise software analyst firm (prior to becoming a DS librarian). Such 
firms advise organizations on evaluating and selecting large-scale systems that often involve significant 
changes to business processes. Although I describe the evaluation to change reference management 

 
1 Cox, “Communicating New Library Roles to Enable Digital Scholarship.” 
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tools in this case study, the model may be adapted and applied to other digital tools and circumstances 
within academic milieux.  

Literature Review 
Literature on a generic model for evaluating software in academic situations is relatively uncommon. 
More commonly, the literature addresses specific types of software (inside and outside of academia). 
Eastham et al. describe a process for evaluating a product lifecycle management (enterprise software) 
system. They describe steps that include the following: 1) identifying the systems available on the 
market, 2) screening which vendors would be appropriate, 3) developing a hierarchical decision model, 
in which they asked their expert stakeholders to weight the importance of high-level categories of 
criteria, and 4) contacting the vendors that scored highest to obtain additional information.2 They 
emphasize eliciting feedback and gaining buy-in of the application.   

We've all probably encountered a situation in which people unhappily use a tool, implemented from a 
non-consultative decision, and which does a poor job satisfying their requirements. Thus, we should 
consider what that implies for our roles in the evaluation process. Jim Connelly, reflecting on selecting 
a records management tool, states the following. 

"...each software package has its own strengths and weaknesses. Consequently there is no 'one' 
perfect piece of software that provides the perfect solution for everyone's problems. This is 
precisely why some companies employ consultants to review their needs objectively and select 
the best possible software."3  

As DS librarians, we may function similarly to the objective consultant4 and we face some risks that we 
want to mitigate as much as possible. Susan Sherer focuses on managing the risk of failure from 
deploying purchased-software. She argues that a failure risk increases when acquiring software that 
doesn't meet its users' functional needs.5 Rosendahl and Vullinghs recommend identifying risks in the 
software acquisition process early, when there is more possibility to manoeuvre toward a positive 
outcome.6 Their well-considered taxonomy of software acquisition risks includes the human elements 
of technical and people skills, the "volatility of project participants," and uncertainty around 
requirements among a variety of other risks.7 Although they do not suggest solutions, it's prudent to 
anticipate these risks from the outset when undertaking an evaluation. Identifying the right stakeholders 
and determining the right sorts of communications is important to obtaining well-understood 
requirements.8 We can consider our stakeholders based on the ISO framework applying to software 
quality and user interaction, which addresses the following types of user needs.  

"1. Primary user: person who interacts with the system to achieve the primary goals. 

2. Secondary users who provide support... 

 
2 Eastham et al., “PLM Software Selection Model for Project Management Using Hierarchical Decision Modeling With 

Criteria From PMBOK® Knowledge Areas.” 
3 Connelly, “The Sargasso Sea of Records Management Software,” 21. 
4 Lippincott and Goldenberg-Hart, “Digital Scholarship Centers: Trends & Good Practice,” 5. 
5 Sherer, “Purchasing Software Systems: Managing the Risk,” 258. 
6 Rosendahl and Vullinghs, “Performing Initial Risk Assessments in Software Acquisition Projects,” 147. 
7 Rosendahl and Vullinghs, 149. 
8 Coughlan, Lycett, and Macredie, “Communication Issues in Requirements Elicitation: A Content Analysis of Stakeholder 

Experiences,” 526–28. 
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3. Indirect user: person who receives output, but does not interact with the system."9 

Because determining what will satisfy the needs of our users reduces the risk of a failed evaluation, the 
work identifying stakeholders is of considerable importance.10 Burnay et al. state that "...one possible 
way of selecting stakeholders is to account for their respective level of commitment to the RE 
[requirements engineering] project, i.e., how the stakeholders are intellectually or emotionally bounded 
to the RE project."11  

In some evaluation settings, teams can be formed with stakeholders from different departments. 
Though not apt for all evaluation projects, discerning what sort of engagement stakeholders would have 
with the tool helps identify who to involve. Evaluating digital library systems, Goh et al. considered 
users' work processes. Referring to librarian and patron stakeholders, they state "...a thorough 
understanding of the users of libraries and the system itself should be obtained."12 Indeed, we need to 
understand the goals in our stakeholders' workflows. Greta Kelly, evaluating educational technologies, 
argues against starting a project by comparing software features or costs in favour of finding out how 
well the software supports learning goals.13 While that position applies to learning, the broad concept 
remains that the work people undertake should dictate requirements for the software.  

To improve our stakeholders' ability to achieve their goals, we need to analyze their business processes 
and elicit their requirements. Literature on requirements tends to reference software engineering 
practices in which requirements elicitation impacts design, development, and other issues.14 Because 
requirements elicitation helps to understand problems that users experience in their work processes, it 
applies nicely to projects evaluating existing software. Şen et al. explain that they assemble a team of 
stakeholders to represent requirements "...in a list of process and business related functions, scenarios 
or use-cases..."15 Von Scheel et al. state "A business process is a collection of tasks and activities 
(business operations and actions) consisting of employees, materials, machines, systems, and 
methods..."16 They break down processes into subprocesses and tasks. As Pazak and Beshansky discuss 
the value of evaluating business processes, they point out how involving employees from different 
parts of the organization in the project—particularly when it changes their processes—benefits the 
likelihood that people will want to adopt the new system.17 They also state that "Requirements can be 
ordered in terms of priority, and then mapped to the functionality of prospective software choices to 
help determine both selection and shape of an effective deployment."18 Thus, eliciting requirements 
based on stakeholder business processes helps us determine on what we should compare tool 
alternatives as well as mitigate the risk of selecting something that does not satisfy our users' needs. 

A taxonomy developed by Achimugu et al. shows that there are many ways to prioritize requirements; 
quite a few of which have a basis in Saaty's analytic hierarchy process (AHP).19 Saaty directs us to 

 
9 International Organization for Standardization and International Electrotechnical Commission, Systems and Software 

Engineering: Systems and Software Quality Requirements and Evaluation (SQuaRE), 5–6. 
10 Glinz and Wieringa, “Stakeholders in Requirements Engineering,” 18. 
11 Burnay, Jureta, and Faulkner, “How Stakeholders’ Commitment May Affect the Success of Requirements Elicitation,” 1. 
12 Goh et al., “A Checklist for Evaluating Open Source Digital Library Software,” 360. 
13 Kelly, “A Collaborative Process for Evaluating New Educational Technologies,” 106. 
14 Franco, “Requirements Elicitation Approaches.” 
15 Şen et al., “An Integrated Decision Support System Dealing with Qualitative and Quantitative Objectives for Enterprise 

Software Selection,” 5274. 
16 von Scheel et al., “Phase 1: Process Concept Evolution,” 1. 
17 Pazak and Beshansky, “Six Steps To Successful CRM-CTI Deployment,” 48. 
18 Pazak and Beshansky, 49. 
19 Achimugu et al., “A Systematic Literature Review of Software Requirements Prioritization Research,” 579. 
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"decompose" a decision into components that define the problem we have or information we need, 
create a hierarchy of criteria, then undertake a pairwise comparison process to determine priorities for 
the decision.20 While my object here is not to delve into the benefits or drawbacks of a particular 
prioritization or decision-making technique, the model I will describe and its case study incorporate 
some of these ideas (though not intended as examples of AHP). Şen et al. argue that "...a systematic and 
repeatable selection methodology is a crucial need for minimizing the uncertainty and risk."21 In the 
following, I hope to emphasize stakeholder input, while offering a model that can be repeatedly used.  

The Evaluation Process 
The decision to evaluate some software could initiate from stakeholder sources or from our own 
oversight. In a case initiating from stakeholders, there could be a problem that one or more people 
have, which a digital tool would help solve. We'd want to apply some precision, probing that problem. 
This is somewhat analogous to the work that librarians do during a reference interview, except here we 
want to identify what the person needs to accomplish, what is their goal and what processes to they 
undertake to achieve it.  

For example, a stakeholder (professor) raised a question about our library providing access to one 
particular LaTeX tool. Upon further inquiry it turned out that he needed to collaborate on LaTeX 
documents with colleagues. Exploratory research led to the discovery of at least seven alternative tools 
to the one the professor had requested. This sort of query could result in a project initiated by user 
needs. However, before rushing to implement the answer that had been suggested with the query, we’d 
want the due-diligence of an evaluation. That way we gain an understanding of other stakeholders' 
needs and what would best satisfy them. 

In the case of our own oversight, we could initiate an evaluation due to knowledge we acquire via our 
overarching concern for, or practice of digital scholarship. We stay current with emerging digital 
techniques and tools. Thus, we learn of things that our community would value. From this perspective 
we’re proposing things that address the needs of, or open new possibilities for our community.  

Regardless of the source that initiates a software evaluation, it’s essential that we understand the users' 
perspectives. First, so that we can identify and analyze requirements for the software. Second, because 
we ought to communicate with stakeholders in such a way that they feel certain their needs are heard, 
understood, and accounted for. As mentioned, a risk in selection comes from the human factors. To 
mitigate this risk we want to infuse our evaluation process with communication, involving 
stakeholders.  

The Model 
This model comprises eight key parts that tend to recur within software selection methodologies.22 I 
will provide detail about each part while explaining how I applied them in the case study example of 
selecting a reference management tool. Steps A – H are a practical sequence but depending on the 
situation, some parts could be undertaken simultaneously or in an alternate sequence.  

A) Identify the problem 

 
20 Saaty, “Decision Making with the Analytic Hierarchy Process,” 85. 
21 Şen et al., “An Integrated Decision Support System Dealing with Qualitative and Quantitative Objectives for Enterprise 

Software Selection,” 5272. 
22 Mohamed, Ruhe, and Eberlein, “COTS Selection: Past, Present, and Future,” 1. 
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B) Identify the stakeholders 
C) Research the ecosystem in which relevant tools are produced and used; gather 

background information about the technologies 
D) Identify user requirements 
E) Define evaluation criteria and express them in a hierarchy for comparison and decision-

making 
F) Determine rating scales and rate the alternatives 
G) Prioritize the hierarchy of criteria 
H) Analyze all factors related to the technology and interpret the results 

Case Study: Applying the Model to Evaluate a Reference 
Management Tool 
A) Identify the problem 
For well over a decade, the Concordia University Library had been using and supporting the RefWorks 
application as its preferred reference management tool. As RefWorks' parent company, ProQuest, 
prepared to launch a new version of the tool, we faced the imminent challenges of upgrading and 
migrating our community to the new version.  

Concordia librarians had incorporated RefWorks into subject-specific instruction sessions. We offered 
regular workshops on using RefWorks in aid of research and writing. In addition to the library's 
instruction and support for RefWorks, some departments in the university used it heavily for research 
projects or as a form of online catalogue for their own collections.  

The impending migration would disrupt regular usage, requiring outreach, librarian support (new 
workshops, documentation, etc.), and training for a significantly different interface. This made it an 
opportune time to consider whether to continue using RefWorks or to put the same sort of effort into 
supporting an alternate tool.  

RefWorks served many of our community's needs but we knew the tool had shortcomings, some of 
which were recurring complaints from users. As part of our ongoing awareness of the ecosystem for 
scholarly tools, we were tracking what other tools could do. We also knew that as our community 
experiments with new types of scholarship techniques, it would be important to support innovative 
tools that enabled those techniques. Thus, we initiated an evaluation of the new version's features 
against what other similar applications could provide.  

B) Identify the stakeholders 
Changing reference management tools would have a potentially significant impact on our community's 
research workflows but probably not a critical one. In fact, we understood that options existed for 
individuals to potentially continue using the former tool, even if we opted to change what the library 
officially supported. Ideally, we'd have identified a range of stakeholders to interview about the 
processes in their research workflows pertaining to reference management. Some institutional 
constraints prevented wide-scale interviews or surveys for that purpose at that time. We devised and 
pursued alternate techniques to identify our stakeholders, elicit requirements or understand priorities, 
and later to ensure ongoing communication.  
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We acquired descriptive information about our user community (roughly 30,000 accounts) through the 
high-level statistics tracked by the RefWorks application. While most of the accounts were registered to 
undergraduates, only about twenty percent of those had been used within the last couple years. Over 
thirty percent of graduate accounts had been used within that time. This could indicate that since 
graduate students are likely to be more heavily involved in submitting research-heavy assignments or 
other research work, they rely more on tools that support these processes. In addition to faculty (nearly 
20 percent of their accounts had been used within two years), this helped to build context for the 
processes that people would likely be engaged in while using the tool. 

Identifying how many references were stored by the different types of users and how much storage 
space they used for saving documents was an indication as to how heavily each group of users relied on 
the tool, over two-thirds of our users stored fewer than 65 references in their accounts—minimal usage. 
Likewise just 546 accounts used more than 2 MB of storage and only 16 used more than 100 MB. This 
information helped us to picture the level of commitment that different types of users had in their 
RefWorks accounts. Essentially we understood that groups with higher quantities of references in their 
accounts tended to be graduate students and faculty researchers, reinforcing the notion that they'd be 
key stakeholders.  

C) Research the ecosystem and gather background information 
In this step of the model, we want to discover what environmental forces continue to make a tool useful 
or threaten it with obsolescence. This can influence the way we understand a tool's capacity to address 
user requirements as well as the set of criteria on which we will compare the tools.  

According Adomavicius et al. a technology ecosystem includes both similar technologies and related 
(competing or supporting) technologies.23 They recommend extending that scope to consider social and 
governmental forces, technical forces, and economic forces on the technology.24 Although they do not 
include it in their ecosystem model, they mention the "firms or agents behind the technologies"25 and I 
believe that those are necessary parts of the ecosystem to research for our process.  

Making sense of the ecosystem that produced the technology products and services provides insight 
about what motivates developers and their organizations. Gaining an awareness of the tools and 
practices of other institutions helps us to consider the part we play influencing what is developed. 
These things help us to analyze the direction that developers are likely to move toward so that we can 
make our best attempt at intelligently anticipating and preparing for the tools, trends, and practices on 
the horizon.  

I began developing a long list of tools that could be used for reference management. The list covered a 
very broad definition of reference management. For example, simple online citation formatting tools 
were included, as were some tools that went as far as to also provide mindmapping functionality. 

This initial long list was based on general search engine results and tools identified from other public 
comparisons, articles, or relevant literature about citation and reference management issues. I reviewed 
articles that explored not just functionality but practices within other academic libraries because 
understanding different practices could lead to considering alternate applicable tools.  

 
23 Adomavicius et al., “Technology Roles and Paths of Influence in an Ecosystem Model of Technology Evolution,” 189. 
24 Adomavicius et al., 199. 
25 Adomavicius et al., 200. 
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In addition to those sources of information, I reviewed the websites of 46 academic libraries to 
determine which reference management tools they support and to what degree they offered support. 
Four tools were commonly mentioned while a few others occasionally made an appearance. The degree 
to which each of these tools were supported overall helped to paint a picture of the direction in which 
our academic environment is moving. Ultimately, I reduced the long list to eight alternatives. These 
tools recurred in the environmental scan and had concrete evidence of ongoing development, factors 
which supported their selection as candidates for in-depth comparison.  

Information about the core technologies and their providers was useful toward shaping the final 
decision. 

Core Technology 
Obtaining details about all the possible features was not needed at this point but identifying core 
functions that delimited the tools was useful. This maintained a track toward comparing similar 
applications. For example, one tool might be a fully fledged reference management tool, with advanced 
functionality for handling bibliographic information whereas another might be a very simple website 
that generates a citation to copy and paste. These compete in some ways but do not serve equivalent 
uses for comparison.  

Providers 
Understanding the operating models and background of the tools' providers was important for 
validating the sorts of support we could expect. It also enabled considering factors like the 
sustainability of their operations and hence the product's longevity. For example, I verified whether the 
tool was developed by a commercial entity or other sort of organization. That background information 
provides context for the way the software is developed. It allowed me to describe and evaluate what 
could be expected from each organization. 

The following criteria supporting these contextual concerns were answered primarily from information 
available on the providers' websites. 

i. Date of the tool's most recent release 

A tool that had not had a new version released or even security and bug patches within a couple 
years, was a warning that the organization was not actively improving the tool, its priorities had 
shifted in another direction, or perhaps the tool had been abandoned/discontinued. Regardless of 
the reason, choosing a tool that was not being actively worked on would be a poor choice with 
respect to its sustainability.  

ii. Availability of:  

• service (paid-service or other options?) 

• online community (active user forum, open bug reporting, feedback options?) 

• documentation 

• training (live or online classes, or videos) 

• implementation services or other consulting support  

iii. Location of:  
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• Corporate headquarters and regional office (as applicable) 

• Location of hosting servers (if applicable) 

Knowing the location was helpful to engage in discussions with the provider and for 
considering support availability (were there people within our time-zone to help?). It was also 
useful to consider legal implications. For example, different laws around privacy and data 
security may apply, particularly if using cloud storage outside of the local jurisdiction. 

iv. Funding entity or backing enterprise 

Determining whether the application had the backing of one or more commercial entities 
impacted some of the other criteria. Knowing about this in advance meant that the evaluation 
could be structured to take into account aspects of the commercial offerings, which I'll expand 
more in the final analysis.  

It also raised the necessity of discussing with the vendor, what exactly the company intended to 
provide. For example, would they charge additional fees for support services? There are 
commercial entities that focus on free and open source software. FOSS commercial business 
models frequently focus on support since, due to the obligations of free and open source 
software (FOSS) licences, it's often not relevant to sell software by licence instance. 
Understanding the difference in these entities' business models compared to proprietary 
vendors, clarified what was being offered. In this case, the commercial aspect was essentially 
for a cloud hosting service to extend users' storage options. Also, having some form of 
commercial backing could have proven important, especially around the consideration of 
support.  

v. Licence 

Often licence information could be determined from the tool's website. Proprietary tools had 
information about licensing restrictions. Free or open source applications provide the 
application's source code—areas which typically identify the licence. Recording the licence 
type with the other information about the application being tracked made it easier to evaluate 
the various strategies for acquiring and implementing the tools. It dictated to some degree, the 
sorts of involvement that would be needed from other members of our institution (e.g. 
stakeholders in financial services or IT). It also gave greater insight on what to consider as we 
anticipated future trends likely to unfold within the software's ecosystem. 

D) Identify user requirements 
This evaluation involved assessing and understanding user requirements early in the process. In a 
comprehensive, ideal evaluation we could have had a project team that included stakeholders from our 
community and learned about the steps they took to accomplish their research work. We’d record and 
analyze those steps to understand their processes, mapping those to the types of functionality that 
would support their goals. Indeed, for a more complex software system with a greater impact on our 
community, this procedure would be paramount to reduce risk. Due to constraints we had during the 
early part of this project, we came up with the following alternate techniques to obtain an 
understanding of users’ processes and requirements.  

We regularly offered library workshops for learning RefWorks, which were well-attended. I designed 
an additional workshop on the topic of evaluating and selecting a reference management tool. Both of 
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these workshops, while helping the students that attended them, were opportunities to learn about their 
needs. At the start, students responded to a questionnaire about some of their practices researching, 
including citing in their writing and their knowledge of the tools. We collected 42 graduate student 
(Masters and PhD students) responses and 7 undergraduate responses to the questionnaires so along 
with noting the topics of their questions during the workshops, we discerned what some of their major 
requirements were.  

The information gathered from the workshops contributed toward understanding key issues in their 
research workflows and behaviours toward managing citations. It included information about the 
degree to which they:  

• needed help working with citation styles, formatting their references, and creating 
bibliographies 

• thought functionality from a broad list of categories were important to their work 

• sought help from librarians on citation and bibliography issues 

• had difficulty keeping track of bibliographic information 

• needed to collaborate on documents or otherwise share research reference information 

• used library web resources to get help managing reference types 

They identified the degree to which they were familiar with alternate reference management tools, 
which spanned from having never heard of a particular tool to using it regularly. That information 
enabled discussion on features from different tools, which further revealed their requirements.  

Ultimately, combining the information from the survey responses, student commentary during 
workshops, and feedback collected from stakeholders and colleagues over time, led to a richer 
understanding of user needs.  

E) Define evaluation criteria and express them in a hierarchy for 
comparison and decision-making 
Defining a clear, comprehensive set of criteria on which to evaluate the tools is a detail-oriented 
project, consuming more time than some of the other steps. It entails gathering information from 
disparate tools and making sense of that information in a way that can be applied across the tools. For 
large-scale evaluation projects one would want to issue a request for information (RFI) to vendors, 
soliciting information about how their products support the requirements. 

Organizing criteria into a hierarchical structure ensured a couple things. First, it helped to clearly 
identify overall aspects of each tool that would suit the needs of our users. Applying the same set of 
criteria to all tools, forced the tools to conform to our users' needs. This was in contrast to fitting the 
users' needs to what the tools provided, which would have resulted in a difficult comparison, perverted 
to each tool’s idiosyncratic design.  Second, we could drill down to sections of the hierarchy and 
pinpoint how well each tool satisfied the exact same requirements in comparison to its alternatives. 
This was important because it enabled us to retain control over an evaluation that vendors otherwise try 
to skew, emphasizing criteria most favourable to their products. 



10 

An RFI would not have been appropriate for the scope of this evaluation. Instead, taking the following 
steps led to discovering the individual features and functions26 of the tools.  

1) Reviewed the product’s web page, it usually promoted key features. 

2) Searched for product white papers (sometimes marketing documentation), which normally explain 
the technology but these did not always exist. 

3) Tried a demo version of the product. Sometimes proprietary applications offered versions of the tool 
on a trial or limited use basis, which were useful ways to determine much of a tool's functionality. 
When the tool was FOSS, I also installed it. For software that was hosted as a service, there were 
always free or trial accounts available.  

After gaining access to the tools, I systematically went through their menus and other user interface 
elements to discover and document the features. The downside to this approach is that depending on 
the complexity of the tool, it occasionally required more effort to discern its functionality. 

4) User manuals and training documentation provided detailed information about the features of the 
software.  

5) Online fora provided details on functionality. Bug tracking systems usually identify certain features 
of a tool in service of the problem being worked out, however these tended to be too granular. User fora 
are full of questions and answers from people already using the tool. The questions that surfaced from 
these fora were useful not just for identifying functionality but also for understanding the way people 
use it. 

6) Software comparison websites provided insight on some functionality but these were usually not 
granular enough to be of much use. Additionally, other university library websites occasionally 
provided copies of their own comparisons (helping students make decisions). Those comparisons 
tended to be high-level, providing sparse detail about functionality.  

7) It’s possible to buy reports from software analyst or consulting firms, which detail the functionality 
of various like-tools. This option wasn't pursued because reference management tools are not the sort of 
technology that those firms typically analyze.  

After capturing the features and functions of the tools for comparison, I organized them into 
parent/child relationships. Top levels were broad functional categories, which branched to sub-
categories, and eventually at the bottom level, 106 leaf criteria represented individual features. 

This hierarchy would be used for the dual purpose of rating the products and assigning users’ priorities. 
It essentially, models the decision to be made as a result of the evaluation.  

F) Determine rating scales and rate the alternatives 
To consistently compare like-criteria across the tools and to get a definitive result, I applied a numeric 
rating scale across the criteria. Features for each tool were rated based on how completely they 
supported each criterion. Different scales may be more appropriate for other tools but the following 
scale was sufficient for evaluating reference management tools.  

 
26 Nicholas Joint's insightful article "Evaluating Library Software and Its Fitness for Purpose" distinguishes objective 

function from subjective. I use "functionality" here in the objective sense, referring to the properties contained within a 
technology. 
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Rating Points 

Supported 3 

Support via add-on 2 

Future support 1 

Not supported 0 
 

If a tool supported something, it would receive full points. If some add-on component or third-party 
plugin for example, existed and could be installed with the tool enabling it to provide that functionality 
it would get a point less because that opened greater possibility that there would be integration 
problems or loss-of-support in the future: the add-on introduces more uncertainty and complexity to 
manage. If something was not currently supported but was planned on the vendor's roadmap for 
imminent release, then this rating provided a point to account for the trajectory of the product in favour 
of one that would not offer the feature at all.  

These ratings applied to a relatively easy-to-distinguish situation, which could be objectively verified 
against whether or not a given tool had the specified functionality. Considering a criterion about 
something like user interfaces (UI) is more complex. To some degree, UI criteria could be addressed 
through objective design practices and assigned points. For example, if tips were available next to 
different interface functions of the tool, those would be considered support for “Contextual help.”  

Evaluating which tool had a user interface that our community favoured, would have required making 
users’ subjective experiences explicit. Ideally, we could have organized demonstrations and asked users 
to provide feedback about their preferences on a scale such as: better than average = 2 points, average = 
1 point, and below average = 0 points. This would have helped ensure that we decided on a tool they 
liked using. Due to the constraints mentioned earlier and the scale of this evaluation, we focused on 
rating objective criteria.  

G) Prioritize the hierarchy of criteria 
The best tool is not the one with the most features, it is the one with the features that best satisfy users' 
needs. The point values assigned in the previous step merely reflected how each tool satisfied the 
criteria of the comparison. The other aspect of evaluating the tools, was to prioritize how important the 
criteria were. Some features we cannot live without while others are somewhat useful or simply 
unnecessary for the users.  

It was important to return to our community's requirements and use them to adjust how much the 
functionality would influence a decision. 

Assigning priorities to the criteria caused some to have a greater or lesser impact on the evaluation 
when calculating the results. The following table of priorities used a higher-granularity technique27 to 
express how important each criterion or group of criteria was.  

 
 

 
27 Benestad and Hannay, “Does the Prioritization Technique Affect Stakeholders’ Selection of Essential Software Product 

Features?,” 262. 
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Priority Value 

Necessary 5 

Very important 4 

Important 3 

Nice-to-have 2 

Not important 1 

Unnecessary 0 
 
If something was necessary, it had the greatest impact on the evaluation because people using the tool 
could not do without it. Thus, tools that do not support this criterion in a satisfactory way were 
penalized to a greater degree than if they lacked support for a criterion that people find merely nice-to-
have (but could conceivably do without).  

After assigning priorities to each group of criteria or individual criterion in the hierarchy, their values 
could be multiplied by the points assigned to each tool for the degree of support it provided to that 
criterion. For example, a tool that Supported a Very important feature would gain 12 points (3 × 4) 
whereas a tool that satisfied that feature via an add-on would gain only 8 (2 × 4) points.  

Tool Priority Tool A: Points for 
Criterion 

Tool B: Points for 
Criterion 

Criterion 1 Very important (4) Supported (3) Future support (1) 

Criterion 2 Not important (1) Future support (1) Add-on (2) 

Criterion 3 Nice-to-have (2) Not supported (0) Add-on (2) 

Score 
without 
priorities 

 4 5 

Score with 
priorities 

 13 
(3 × 4) + (1 × 1) + (0 × 
2) 

10  
(1 × 4) + (2 × 1) + (2 ×  2) 

Table 1: Example table showing the impact of prioritizing criteria according to user needs. 
 

If we didn’t consider the priorities in the preceding table, Tool B would score higher for its 
functionality. However, some of those points were for criteria with less importance, which only 
becomes apparent upon considering the users' priorities. Calculating the total score with respect to the 
priorities shows that Tool A earned more points from the criteria that matter most, making it the better 
choice.  

I used a simplistic prioritization method in which I set a maximum total priority value (1000) for the 
entire hierarchy. I distributed a portion of that value to each group of functionality based on how much 
that group should influence the evaluation relative to the others. That influence was interpreted so that 
it reflected the survey results and other feedback collected from our users. I distributed each group's 
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priorities as they mapped on to the criteria within, still aiming to reflect users' needs. This task could be 
achieved for the 106 functional criteria used to compare the tools. Evaluating a complex system with 
hundreds or thousands of criteria requires a suitable prioritization technique, which would be more 
involved than this example.28  

H) Analyze all factors related to the technology and interpret the results 
While sophisticated decision analysis tools exist29, in this case a spreadsheet worked well to capture, 
organize, and analyze the information discussed. After constructing the hierarchy, rating the 
alternatives, and assigning priorities for user needs, it was possible to analyze the following areas: 
features (number and quality), infrastructure, trials or demonstrations, user/researcher preferences, 
provider background and sustainability, support, training, and cost. 

The hierarchy was organized as follows. Other evaluations could include more than the three main 
categories listed (e.g. demonstration feedback and reference check information). 

1 Background (18 criteria including provider information, licence, support, etc.) 

2 Technology 

2.1 System Compatibility (12 criteria) 

2.2 Word Processor Integration (5 criteria) 

2.3 User Interface (8 criteria) 

3 Functionality 

3.1 Import methods and Academic Database Integration (24 criteria) 

3.2 Import formats (8 criteria) 

3.3 Export (8 criteria) 

3.4 Citation styles (9 criteria) 

3.5 Simple bibliography creation (6 criteria) 

3.6 Collaboration (10 criteria) 

3.7 Reference and File Management (16 criteria) 

 
28 Fernandes, Rodrigues, and Costa, “Comparing AHP and ELECTRE I for Prioritizing Software Requirements,” 7. 
29 French and Xu, “Comparison Study of Multi-Attribute Decision Analytic Software,” 77. 
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Of the eight tools, four best satisfied the user priorities and were shortlisted. The remainder fell too far 
from the priorities to consider further.   

Next, by including the cost information, it was possible to produce a cost/benefit analysis. The 
following table shows an example high-level summary of four alternatives based on their functionality 
and cost. 

Tool Prioritized rank (best 
set of functionality) 

Best value Price from 
vendor 

Cost per 
point 

Recommended price 
based on value  

Tool A 3 3 $26,000 $7.34 $7,506.11 
Tool B 2 2 $21,000 $5.38 $8,267.49 
Tool C 1 1 $9,000 $2.12 $9,000.00 
Tool D 4 4 $25,000 $8.65 $6,122.18 
 

The Prioritized rank column, reveals which tool received the most points for the functionality it 
offered with respect to what was most important to users. Tool C offered the best set of functionality, so 
if the only thing we cared about in making our decision was the tool with the best functionality for our 
users, we'd select Tool C.  

The Cost per point column shows how much each point of functionality that the tool garnered is worth 
in dollars. This is calculated by dividing the total cost of the tool by its total points.  

The Recommended price based on value column shows that if a tool were to be competitive against 
the lowest priced alternative (in this case, Tool C), then the tool should be re-priced at the amount 

 
Figure 1: Example of hierarchy, priorities, alternatives and their ratings (Word Processor Integration group 
expanded to show leaf-level criteria) 
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designated. It was calculated by multiplying the tool's total points by the lowest priced alternative's cost 
per point. 

The Best value column ranks which product would be the best to acquire based on the value it provides 
for the price the vendor is charging. It was determined by ordering the products in a sequence where 
the best (#1) product has the smallest gap between its actual cost (the price from vendor) and its 
recommended cost. 

Seeing the evaluation results side-by-side like this makes it easier to justify a decision. When we 
consider the best value, it becomes clear that Tool C provided the most applicable set of functionality at 
the lowest cost to the Library. Suppose we had only compared tools A and D. Overall Tool D costs less 
than tool A so if a decision was based merely on overall price from the vendor, the Library would 
choose Tool D. Looking at the Cost per point column shows us that in fact, per each point of 
functionality, Tool A costs less than Tool D and it would better satisfy our users' needs.  

We could use the Recommended price based on value column to negotiate a better price from the 
vendor. If we had reason to select a tool that was more expensive than we'd like, we could tell the 
vendor that based on the functionality it provided, it was overcharging for what the product delivers. If 
it wished to compete with the other vendor then it would have to lower its price to be equitable.  

This process enabled me to report on our users' requirements, our current situation supporting them, the 
options that we could take to upgrade or else migrate to an alternate tool, and the trade-offs for doing 
so. The report addressed the results of the criteria ratings and priorities and it facilitated creating charts 
based on the values in the spreadsheet. The ultimate result was a clear and justifiable recommendation 
based on our user needs.  

Post-evaluation steps 
Having put together this information, we were keenly aware that not all stakeholders had been fully 
represented. It was important to secure broad support toward migrating to a new tool. To begin that 
process the next phase was to present the evaluation results to the librarians and information services 
personnel since they were involved with reference management teaching or support.  

Upon presenting the evaluation process and its results, the meeting became an opportunity to get more 
input. People raised issues that they knew would be concerns for the faculty they worked with or that 
they thought might need to be addressed if we were to migrate to a different tool. Seeing the evaluation 
results, people favoured migrating to a new tool, Zotero. The library assembled a team to develop a 
project plan for migrating to the new tool within a year (the time until the former tool's agreement 
would expire).  

1. Outreach 
In order to be successful, we wanted to reach out early in the migration and with appropriate frequency 
to all stakeholders, including other primary users, secondary (support) users, and indirect users, which 
were explicitly stated in the project plan. This enabled communication with stakeholders that we had 
not been able to consult. It also opened the possibility of changing course if those stakeholders brought 
to light needs that the new software could not satisfy. As mentioned in the literature review, this is a 
risk that results from not being able to fully consult with all representative stakeholders in advance. 
Under the constraints and best-efforts taken for a comprehensive evaluation, it was a manageable risk.  
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Outreach included e-mail campaigns informing users of the plan and soliciting further feedback over 
the course of the year. 

2. Development of a support program 
Developing support meant creating and acquiring documentation as well as teaching materials. We also 
planned for a guide on how to migrate to Zotero. We coordinated with library technicians for help 
ensuring that all the library’s computers had the new application. Furthermore, we re-considered our 
internal support processes by forming a small team of people to manage the migration project and 
collaborate for ongoing future support.  

3. Workshops and training 
In addition to our regular library workshops, we partnered with other departments in the university to 
offer workshops on the new tool, spreading the news. We also decided to prepare our colleagues with 
training. 

4. Migration assistance 
We initiated a migration assistance campaign to all account holders, whether or not they had used their 
accounts recently, to ensure that everyone was aware and had the opportunity to migrate. This included 
migration workshops and individually contacting the heaviest users to meet with us. Because we had 
already identified that this would be a relatively small group, we were able to budget time to spend 
with them. Lastly, we began documenting the process for migrating from one tool to the other.  

Although post-evaluation, each of these four steps were designed to remain in communication with our 
stakeholders, encouraging their buy-in.  

Conclusion 
The model of a process to systematically evaluate digital tools, as detailed in this study, supported and 
justified a recommendation for a new reference management application. I’ve applied that process, 
which was based on past experience in the private sector, to digital scholarship initiatives.  

A technique explored in this case study involved identifying stakeholders and eliciting their 
requirements. As the DS librarian, working in an intermediary role I applied an understanding of those 
requirements to express the evaluation's priorities. In other, more complex evaluations one would 
formalize stakeholder interviews, methodically documenting and decomposing business processes (e.g. 
a student's research workflow) into component tasks. These could then be used for mapping 
functionality and determining priorities.  

Undertaking a well-defined evaluation process enables us to pinpoint crucial areas for engaging 
stakeholders. As discussed, early stakeholder engagement in the evaluation process reduces the risks of 
making an unsatisfactory decision. Ultimately, as we continue to explore and experiment with software 
and technologies in digital scholarship, we want to develop trusting, fruitful arrangements with our 
research colleagues and other stakeholders. 
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